Neural model of the vehicle control system in a racing game. Part 1. Design and its implementation
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Abstract. The publication consist of two parts. Part 1 contains the results of research on the design, learning and implementation of the Perceptron Artificial Neural Network as a model of neural control of car movement on the racetrack. This part 1 presents the results of studies, including review of the methods used in video racing games from the point of view of the selection of a method that can be used in the own research experiment, selection of the Artificial Neural Network architecture, its teaching method and parameters for the intended research experiment, selection of the data measurement method to be used in ANN training, as well as development design of a car game, its implementation and conducting simulation tests. In designing the game of vehicle traffic on the racetrack, among others, Godot Engine game engine and MATLAB and Simulink programming environment. The numerical data (14 input quantities and two output quantities) for ANN training were prepared with the use of semi-automatic measurement of the race track control points. Part 2 shows i.a. the results of the testing and simulation experiments that confirm the correct functioning of both the game and the model of the neural control system. There were also shown, among others, the possibility of continuing research in the field of increasing the flexibility of the racing game, in particular the flexibility of the vehicle traffic control system through the use of other artificial intelligence methods, such as ant algorithms or evolutionary algorithms.
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1. Introduction

Artificial neural networks as methods of artificial intelligence are used, among others for modeling systems, incl. for modeling vehicle traffic control systems in racing games. Racing games are computer games consisting in racing vehicles controlled by many players with the use of computers most often located on the Internet or with use of a split screen [1, 6].

While racing, players try to get the highest possible place, e.g. in scoring, drive the designated route in the shortest possible time or drive the longest possible route in the allotted time. Players can also race against computer players learned to move on the racetrack at different difficulty levels. Racing games include, among others games: Burnout, Forza Motorsport, Gran Turismo, Need for Speed or Test Drive and a number of other games, as well as simracing computer racing [15, 37].

Racing games also include video games in which the main goal is to get the player from the starting point to the finish line in a certain award-winning order, i.e. first. In the control system, a control system and a control object can be distinguished. The control system in racing games is the player equipped with the ability to drive the vehicle, and the objects of control are, among others car-type vehicles intentionally moved on a racetrack. Due to the basic goal of the racing game, the most important phenomenon is the competition between a player equipped with the ability to control an object, which is a vehicle, with other players equipped with similar capabilities, in particular with a player called a computer opponent equipped with appropriate algorithms enabling the vehicle to be driven automatically on the racetrack.

In computer games, the computer opponent is equipped with various types of vehicle control support, including ready-made solutions for its movement on the racetrack, and usually specific movements depend on the player’s decision. The movement of the vehicle on the racetrack is constantly recorded using, inter alia, checkpoint measurement system combined with various shortest path finding algorithms such as the A* algorithm or the Dijsktra algorithm [3, 17].

On the other hand, artificial intelligence methods such as artificial neural networks can be used to control vehicles along the game track. The Artificial Neural Network (ANN) learned to control is a very accurate model of the neural system of vehicle motion along the racetrack. As part of the detailed research, the results of which are presented in [6], in order to obtain a model of the neural system of vehicle motion control in a racing game on a specific race track, a Perceptron Artificial Neural Network of vehicle motion was designed and taught using the MATLAB and Simulink environment [25].
In addition, the C++ language was used to implement the neural network and a multi-platform integrated C/C++ programming environment called CLion by JetBrains was used [11]. On the other hand, the environment for conducting the game flow experiment was designed with the use of the Godot Engine [8, 10, 24].

The Perceptron ANN used in the neural model was learned with the use of the backward error propagation method. The numerical data for teaching the Artificial Neural Network was obtained by implementing a function that saves the input values to the file as inputs from the vehicle motion system and the output values as responses obtained in the course of manual vehicle control in the developed programming environment.

The Perceptron ANN has been sufficiently learned and tested in 32 research experiments, resulting in a finally tuned neural model of the vehicle control system in a racing game. The longest running time of the vehicle on the track was 4 minutes and 55 seconds, and the shortest 10.47 seconds. On the other hand, within 5 minutes, the highest number of complete laps of the track was 34, and the smallest - 1 and 5 [6].

2. Review of vehicle control methods in racing games

The vehicle control systems in racing games use, among others, the following methods: shortest path finding algorithms (non-directed BFS and DFS algorithms), Dijkstra algorithm and A* algorithm; dynamic path finding algorithm; Racing Lines algorithm, as well as an algorithm using a system of checkpoints, as well as artificial intelligence methods [2, 5, 7, 11, 18, 35].

In the case of shortest path finding algorithms, non-directed algorithms are often used, namely the Depth-First Search (DFS) algorithm based on the depth search algorithm and the Breadth-First Search (BFS) algorithm based on the breadth search algorithm. The essence of these algorithms is based on the nature of the behavior of the rat looking for a path in the labyrinth, which leads to obtaining a solution at all, not necessarily on the shortest possible way out of the labyrinth. His behaviour boils down to consistently checking all possible paths of the labyrinth until it hits the exit, that is, it accomplishes the set goal [2, 6, 11].

For obvious reasons, such a search for an exit from the maze involves a high computational cost of this type of algorithms and therefore they are not used to drive vehicles in racing games. Both of the mentioned algorithms treat the labyrinth map as a graph of connected points, and the DFS algorithm finds the existing path, but does not guarantee that the found path is the shortest. On the other hand, the BFS algorithm searches the graph one step in all possible
directions (Fig. 1) and if there are paths, then the algorithm finds the shortest path among them, but this algorithm does not always work in specific cases, such as, for example, in the case of a weighted graph [2, 6].

The Dijkstra algorithm was developed by the Dutch computer scientist Edsger Dijkstra, who is remembered primarily for the described algorithm and the examination task concerning the problem of dining philosophers [3, 6]. The algorithm is used to determine the shortest distance from the fixed vertex s to all other vertices in the directed graph, while the graph cannot contain edges with negative weights. Having a given graph with a selected vertex (source), the algorithm finds the distances from the source to all other vertices of the graph. It is easy to modify it so that it searches only for the shortest path to one fixed vertex, stopping the operation when it reaches the target vertex.

![Figure 1](image)

**Figure 1.** The order of visiting nodes in the BFS algorithm. The markings: consecutive numbers in circles mark subsequent nodes. Source: [2].

On the other hand, the A* algorithm is used to find the shortest path in a weighted graph from any vertex to a vertex that meets a certain condition called the target test [17]. The algorithm is complete and optimal in the sense that it finds a path as long as such a path exists and is at the same time the shortest path. It is mainly used in artificial intelligence tasks to solve specific problems, as well as in computer games to imitate intelligent behavior [7, 17]. This algorithm creates a path from the available and unexplored nodes each time by selecting the vertex x with the lowest value of the cost function $f(x)$, including the cost of going from the starting point to a specific point x and the cost of going from a specific point x to the destination point (estimated by heuristics). At each step, the algorithm appends the vertex with the lowest value of the function $f(x)$ to the path and ends its operation when it encounters the vertex that is the destination vertex.

In computer games, methods based on artificial intelligence algorithms are also used to control the movement of vehicles, such as e.g. artificial neural networks. One of the first methods of artificial intelligence was the method related to the follow-up movement of the vehicle following the designated trajectory of its movement. Due to its limitations resulting
from the computation time, it was replaced with a newer method, which is currently widely used and is based on the system of checkpoints [1, 6]. Other currently used basic control methods include, among others: the Racing Lines method and the aforementioned control point system method.

The Racing Lines method was used in one of the first vehicle racing games, which was only abandoned when the computing power of computers increased so much that it could allow game designers to apply other more elaborate and time-consuming methods. This method also uses the trajectory of the car's movement on the racetrack, which the car has to follow. Line functions are used to draw trajectories, to which additional information is attached, such as the speed of the car [1, 6]. The advantage of this method is the low computational cost, the disadvantage is the limited ability to solve specific car journeys, and in some cases also providing an unrealistic solution.

The checkpoint method is the most common method where checkpoints are established along the racetrack. Cars then use the shortest path search algorithms to find the way to the next checkpoint. For a smooth avoidance of sharp bends, not the closest point but a few points ahead is used. Thanks to this solution, the cars look for the path to the point after the bend and have a sufficient distance to choose the appropriate trajectory as well as adjust their speed to changes [6, 15]. The disadvantage of this method is the need to manually mark checkpoints around the racetrack, which can be done in a semi-automatic way, i.e. the game developers themselves control the vehicles and thus set checkpoints on the racetrack map with their automatic registration in the appropriate database.

The Dynamic Pathfinding Algorithm (DPA) is an algorithm used in racing games to avoid obstacles on the racetrack. This algorithm uses two designated collision points that appear directly in front of the car at any given moment. Thanks to them, it is possible to detect obstacles on the right and left front of the car. If both points simultaneously detect the barrier (the obstacle is right in front of the car), the collision points are set at an angle of 45°, i.e. in such a way that it is possible to find an empty space to turn the car in the right direction, avoiding a collision. This algorithm is used to solve complex situations that cannot be solved by other algorithms, hence it is used to avoid dynamic obstacles on the path found with another algorithm.

3. **Possibilities of artificial neural networks in vehicle control**

In recent years, as it was tried to show in the second section, various methods have been used to control vehicles in video games, to which artificial intelligence methods have recently
been added, including expert systems (e.g. decision trees), multi-agent methods and artificial neural networks.

Decision trees used to control vehicle traffic are based on predetermined rules by which the vehicle is to follow. Such solutions are too rigid and therefore they are often the reason for the wrong course of the game. In this regard, high hopes are raised by artificial neural networks that learn to control the movement of vehicles in a flexible manner, hence an attempt was made to teach the Perceptron ANN to control vehicle traffic.

It is worth adding that artificial intelligence methods, such as expert systems, are often supplemented with procedural methods [14, 33], especially in terms of generating game-related content, and they are used to create terrain in various types of games, rather than the game itself. Video games. Procedural methods certainly shorten the time of the algorithm, because they only require the preparation of appropriate components of the designed virtual world, but they are rigid solutions from the point of view of the player's capabilities on the track.

For the above-mentioned reasons, attempts were also made to create new games using the concept of multi-agent methods. In these methods, special objects (agents) have the ability to analyze the surrounding virtual terrain, hence they are able to modify it appropriately in accordance with the adopted rules, and thus become more flexible in adapting to the encountered difficulties. Therefore, in order to increase the flexibility of vehicle control on the racetrack, an attempt was made to use artificial neural networks in vehicle motion control. Artificial neural networks, despite their great potential to increase the flexibility of the course of the game, are still relatively unpopular methods used in video games.

One of the successful examples of their use is the 2010 game called "Supreme Commander 2". In this game, enemy troops are controlled by the Artificial Neural Network learned from the model of the object movement control system, therefore, when enemy troops meet, the Artificial Neural Network decides to take an appropriate action depending, for example, on the number of both parties [6, 19]. Another example of the use of the Artificial Neural Network is the game from 2001 called "Black & White" and its continuation from 2005 called "Black & White 2". The creators of this series of games, that is, Lionhead Studios, hired a scientist, Richard Evans, dealing with artificial intelligence methods, who received many prestigious awards for his design and its implementation in the form of a neural model for this game [6].

Therefore, as it results from the literature review, it is possible to teach the Artificial Neural Network a model of neural control of vehicle traffic in video games along any route. The advantage of this approach is that there is no need to set checkpoints on each map available in the game, as it was designed in the game from 2000 under the name Colin McRae Rally 2.0.
this game, the computer opponents are steered by an Artificial Neural Network that has been taught with the use of input parameters such as road curve, distance from the turn, ground type, vehicle speed and parameters, etc. and the corresponding output values used in the steering.[35]

3.1. Data measurement method for ANN training

An experiment enabling data measurement for learning and testing of an Artificial Neural Network was designed on the racetrack of a target racing game using semi-automatic vehicle control, i.e. with the possibility of manual measurements of parameters during a designer-controlled vehicle on a racetrack and automatically placing them in relevant database.

Then, after obtaining the appropriate input and output data in the experiment of creating a neural model of the vehicle motion control system in a racing game, it is assumed that the Artificial Neural Network can be learned, tested and validated. Thus, the training file and the testing file are the key to training the Artificial Neural Network model of the neural control system of a racing game.

The race track is assumed to be a closed non-linear track with uneven side edges. It was assumed that the vehicle has parameters such as length, width, distance between the axles, as well as the steering angle and the current speed of the vehicle. In addition, the vehicle is equipped with five distance sensors directed in the direction of the car's travel at different angles, while the distances read from the sensors and the current speed of the vehicle are important for the Artificial Neural Network.

The vehicle is represented by a game engine object that provides basic translation mechanisms independent of the current rotation in the coordinate system, and while driving, it uses calculations in two-dimensional space, taking into account such constants as: friction and grip. A very important constant is adhesion, which takes a smaller value above a certain limit speed, so that the car behaves realistically enough for the experiment. It should be added that the wheels are not treated as separate objects and the time required for their turning is not taken into account.

The trajectory used to obtain data for training the Artificial Neural Network of the model of the neural system of vehicle motion control on the racetrack has been specially diversified to capture various atypical cases. The measurements made during the test drive were saved using a function specially implemented for this purpose, which recorded and saved the results of the test drive measurements controlled by the designer to a text file, i.e. the current distances and
speed as input data and signals from the player as expected output data for ANN. Then the values of input and output ANN values were normalized by scaling them to the interval <0; 1>.

3.2. Selection of ANN parameters for the needs of research experiments

While reviewing the available types of artificial neural networks, it was decided to use the Perceptron ANN as a network very well suited to the approximation of functions. It is a multi-layer, unidirectional, artificial neural network, without feedback. When designing its architecture, it was established that it will have 14 input neurons due to the number of inputs to the ANN (13 quantities relating to the measurement of the distance between the vehicle and obstacles and the current speed of the vehicle) and two output neurons due to the number of measured parameters at the ANN output, is the steering and acceleration ratios.

Moreover, the presence of one hidden layer with a different number of neurons was established, as well as the corresponding functions of neuron activation, i.e. the sigmoidal function on the hidden layer (tansig) and the linear function on the output layer (purelin). The method of back propagation of errors was selected to teach the Artificial Neural Network of the neural model of the vehicle motion control system on the racetrack. In addition, the following tools were used to prepare the experimental environment, i.e. Godot Engine game engine and MATLAB and Simulink programming environment [8, 10, 25].

Due to the fact that for the professional implementation of the experiment, the selection of appropriate tools and technologies enabling the implementation of the developed experiment design is of key importance, the need to carefully meet such basic assumptions as, among others: creating an environment for the course of the experiment, designing and implementing vehicles to be placed in experimental environment, developing the ability to move vehicles in the experimental environment with appropriate interaction, developing the visual layer of the experiment, skillfully modeling and simulating the movement of vehicles using the laws of physics, and conducting test experiments to check the correctness of the game.

Designers and producers of video games believe that the commonly used technology that meets the above-mentioned assumptions and can be used in game engines is the framework technology with implemented basic mechanisms that repeat in each game together with an editor that enables the use of basic engine functions, such as e.g. 2D or 3D graphics rendering engine, physics engine providing collision detection, sound and scripts, etc. [5, 15, 18]. These types of engines available on the gaming market enable the preparation of a game project and its export to various platforms. Some of the most popular engines include: Unreal Engine, Unity, CryEngine, GameMaker, Godot, and many others [5, 8, 10-11, 18].
It is generally assumed that the choice of an engine should be guided by its implementation possibilities adapted to the intended game environment, but also by their orientation towards specific applications in racing games. An improperly selected engine can make the work of a designer very difficult, the effects of which will not be satisfactory, as exemplified by the Bioware studio used during the development of Mass Effect: Andromeda. Their chosen Frostbite engine was designed for a different type of game. The engine developed by DICE was compared to the F1 car, offering enormous power, but it was very difficult to get out of it and then use it in an appropriate way [6].

In the case of the experiment performed as part of this study, the engine named Godot Engine was selected due to its large implementation possibilities and relatively high convenience in using its functionality (Fig. 11). The Godot Engine is a powerful, cross-platform software for creating 2D and 3D games from a unified interface. Thanks to a comprehensive set of tools, users can focus on creating games without having to re-create the same functions [8, 10]. Fig. 2 shows the Godot engine editor, which uses OpenGL ES 3.0 and 2.0 to handle graphics, depending on the user's preferences. Version 3.0 allows better graphics, while version 2.0 has lower requirements and is suitable for games launched directly in web browsers. The editor is available for Windows, Linux and macOS platforms, and games can be exported to Windows, Linux, macOS, Android, iOS and web browsers thanks to WebAssembly.

![Figure 2](image_url). Godot engine editor. Source: Steam website [8].

Projects in the Godot engine consist of scenes that have a hierarchical structure of nodes, with the primary node from which all other inherit properties is Node. Each scene has one root node, with the main types of nodes being a three-dimensional node (Spatial), a two-dimensional node (Node2D) and a Control Node responsible for the engine user interface. The control nodes were built, among others, engine editor. An important convenience is the ability to write scripts
in programming languages from the C language group (C / C ++, C #) or in a dedicated GDScript language (Fig. 3).

![GDScript script editor](image)

**Figure 3.** GDScript script editor. Selected markings: in the middle the editor window with a list of scripts and `functions on the left side. Source: [6, 8].

A supplement is a very accessible in designing editor VisualScript, which enables graphical designing of application behavior diagrams. As part of the created experiment, the GDScript language was used due to its strong orientation towards creating this type of application. In case of insufficient performance, nothing prevents you from combining it with a library written in C / C ++. In addition, GDScript is an object-oriented, dynamically typed language with a syntax similar to Python. Its goal is optimization and tight integration with the Godot engine. In addition, the engine editor allows you to import 3D scenes from many formats, including: glTF 2.0 (recommended), ESCN, FBX (experimental), Collada (.dae) and Wavefront OBJ (only static scenes). Thanks to this, you can use models prepared in external popular tools for modeling three-dimensional graphics. The experiment also used the environment of MATLAB and Simulink from Deep Learning Toolbox (the successor of the Neural Network Toolbox) to teach the Artificial Neural Network of a neural model of a vehicle motion control system on a racing track [6, 25]. The obtained program code in Matlab was generated using MATLAB Coder in C / C ++ in the form of a library that could be attached to the game engine.

4. Design and implementation of a racing game for vehicle traffic on a racetrack

4.1. Experimental conditions

It was assumed in the experiment that the designed racing game of vehicles has two race tracks shown in Fig. 4 and Fig. 5. It was also assumed that the vehicles (cars) driving on the
tracks shown in Fig. 6 have distance sensors directed to the front and sideways under different angles. After detecting a collision with another object, the sensor returns the distance in pixels. The movement of the car takes into account friction, air resistance, vehicle length and skid at speeds above the set limiting speed.

![Figure 4](image1.png)

**Figure 4.** The first race track used in the experiment (so-called straight track). Source: [6].

![Figure 5](image2.png)

**Figure 5.** The second race track used in the experiment (the so-called complex track). Source: [6].

### 4.2. Perceptron ANN as a neural model of a vehicle control system

The application of the vehicle motion on the racetrack includes: game design, virtual car design and the learned model of the vehicle motion control Perceptron SSN. The Artificial Neural Network was designed by Matlab using the Deep Learning Toolbox of the MATLAB and Simulink environment [6, 25, 29]. To design the ANN Perceptron architecture, 14 input quantities, two output quantities and one hidden layer with a variable number of neurons were used. The Artificial Neural Network script is shown in Listing 1.
% This script assumes these variables are defined:
%
% x - input data.
% y - target data.
trainFcn = 'trainlm'; %Levenberg - Marquardt Backpropagation.
% tor 2
x = x2';
t = y2';
hiddenLayerSize = 20;
net = fitnet (hiddenLayerSize, trainFcn);

Listing 1. MATLAB environment script generating and training SSN. Basic designations: x - matrix consisting of 14 input quantities to ANN (distances returned by 13 distance sensors and speed), a fragment of which is shown in Listing 2, y - matrix consisting of two output quantities from ANN (acceleration factor, turn factor) a fragment of which is shown in Listing 3. Source: [6, 25].

To train the Perceptron ANN, a database obtained by the designer in a semi-automatic manner (with registration of measurement points) was used, which consists of two files: a file containing input data and a file containing output data from ANN. Fragments of the standardized data file for ANN training and testing have been included in Listing 2 (ANN input data) and in Listing 3 (ANN output data), and the complete database has been presented in [6].

0.115668;0.120659;0.136791;0.168956;0.239415;0.372338;0.465447;...
0.115672;0.120663;0.136796;0.168961;0.239399;0.372261;0.465321;...
0.11568;0.120671;0.136805;0.16897;0.239371;0.372124;0.465095;...
0.115695;0.120687;0.136823;0.168988;0.239312;0.371837;0.464622;...
0.115719;0.120712;0.136851;0.169015;0.239223;0.371407;0.463915;...
Supervised learning was used to teach the Perceptron ANN because it works best in approximation tasks and is oriented towards teaching artificial multilayer networks, in which the architecture and parameters can be determined before starting the learning [9, 14, 16, 21, 23, 28-29, 38]. The development algorithms that modify the ANN structure during training, adapting it to the task conditions and data of the training file, as in the case of ANN changing its structure, are also promising. The method of back propagation of the neuron error begins with the calculation of the error $\delta_j$ on the j-th neuron in the output layer according to the relationship:

$$\delta_j = z_j - y_j,$$  \hspace{1cm} (3)

where:

- $z_j$ - expected result from the training data on the j-th neuron of the output layer,
- $y_j$ – j-th exit from ANN.

Then the error propagates towards the entrance to the ANN using the relationship:

$$\delta_i = j \sum_{j=1}^{J} w_{ij} \delta_j,$$  \hspace{1cm} (4)

where:

- $\delta_i$ – error of the i-th neuron located in the current layer of neurons,
wij - the weight between the neuron and the current layer of neurons and the neuron j of the next layer of neurons,

δj - error of the j-th neuron from the next layer.

In the last step of the algorithm, the weights of each neuron are updated, determined on the basis of the calculated error δ according to the relationship:

\[
\frac{dw_{ij}}{dt} = w_{ki} + \eta \delta_i \frac{df(net_i)}{dt} x_k,
\]

(5)

where:

\[w_{ki}\] – new scale size,
\[\eta\] - learning coefficient,
\[\delta_i\] – error on the i-th neuron,
\[f(net_i)\] – activation function of the i neuron,
\[net_i\] - weighted sum of inputs to the i-th neuron,
\[x_k\] – k-th entrance.

Then, the learned and tested Perceptron ANN was converted and compiled into a static library in C++ using the MATLAB Coder module [6, 25]. The Perceptron ANN generated in this way was added to the dynamic library, which contains the code constituting the link between the neural network and the functions provided by the game engine, and thus was included in the experiment design.

```matlab
function [y1] = gdNet3T40N(x1)
% GDNET3T40N neural network simulation function.
% [y1] = gdNet3T40N(x1) takes these arguments:
% x = 14 x Q matrix, input #1
% and returns:
% y = 2 x Q matrix, output #1
% where Q is the number of samples.
% # ok < RPMT0 >
% ===== NEURAL NETWORK CONSTANTS =====
% Input 1
x1_step1.xoffset = [0.014469;0.014929;...];

% Layer 1
b1 = [22.151098785002407254;9.5825260403490748473;...];
IW1_1 = [-1.1876712196389531684 9.2544919281221016405 ...];

% Layer 2
b2 = [2.87203967630265522;1.0374897587669904553];
LW2_1 = [0.18254985882101260053 -0.33403912180241673857 ...];
```
% Output 1
y1_step1.ymin = -1;
y1_step1.gain = [1;2];
y1_step1.xoffset = [-1;0];

% ===== SIMULATION ========
% Dimensions
Q = size(x1,2); % samples
% Input 1
xp1 = mapminmax_apply(x1,x1_step1);

% Layer 1
a1 = tansig_apply(repmat(b1,1,Q) + IW1_1 * xp1);

% Layer 2
a2 = repmat(b2,1,Q) + LW2_1 * a1;

% Output 1
y1 = mapminmax_reverse(a2,y1_step1);
end

% ===== MODULE FUNCTIONS ========
% Map Minimum and Maximum Input Processing Function
function y = mapminmax_apply(x,settings)
y = bsxfun(@minus,x,settings.xoffset);
y = bsxfun(@times,y,settings.gain);
y = bsxfun(@plus,y,settings.ymin);
end

% Sigmoid Symmetric Transfer Function
function a = tansig_apply(n,~)
a = 2./(1 + exp(-2*n)) - 1;
end

% Map Minimum and Maximum Output Reverse - Processing Function
function x = mapminmax_reverse(y,settings)
x = bsxfun(@minus,y,settings.ymin);
x = bsxfun(@rdivide,x,settings.gain);
x = bsxfun(@plus,x,settings.xoffset);
end

Listing 4. A function serving as a model of a neural vehicle motion control system in a racing game, generated with the use of MATLAB Coder. Source: [6].
4.3. Virtual car

The Perceptron ANN was used as a neural model of the car motion control system (Fig. 6), which was finally equipped with 14 inputs, including 13 distance sensors and one quantity representing the current speed of the car, with one of the sensors pointing perpendicularly from the center of the car's forehead, to the front of the car, and the other sensors to the sides symmetrically distant from it at another angle which is a multiple of 15°, i.e. 15°, 30°, 45°, 60°, 75° and 90°.

It was assumed that the car object extends the KinematicBody2D class providing appropriate methods for moving and rotating the object in two-dimensional space. This class is intended for player-controlled objects. When each image frame is rendered, the _physics_process (delta) method in Listing 5 is called, where delta is the time elapsed since the previous frame.

```python
func _physics_process ( delta ):
    acceleration = Vector2 . ZERO
    if ( neural ) :
        neural_input ()
    else :
        get_input ()
        apply_friction ()
        calculate_steering ( delta )
        velocity += acceleration * delta
    velocity = move_and_slide ( velocity )
```

Listing 5. Physics_process (delta) method called when calculating the physics of an object. Source: [6].

When putting a car on the track, a flag is set by which the _physics_process (delta) method gets the control parameters from the player or from the ANN. Control parameters are quantities in the range <-1; 1> acting as a coefficient multiplied by the maximum steering angle and braking speed or force, which are scaled constants.

Then these parameters are passed to the set_input (turn_param, accel_param) (Listing 6) method, which creates the acceleration vector on their basis and can save the measurement data.

```python
func set_input ( turn_param , accel_param ):
    if Global . mode == Global . MEASURE_MODE :
        if abs ( velocity.length () ) > 0:
            file_count = file_count + 1
```


print ( file_count )
result_file.store_string ( str ( turn_param ) + ":" + str ( accel_param ) + "\n")
write_data ()
var turn = turn_param
steer_angle = turn * deg2rad ( steering_angle )

if accel_param > 0:
    acceleration = transform . x * engine_power * accel_param

if accel_param < 0:
    acceleration = transform . x * braking * (-accel_param)

Listing 6. Set_input (turn_param, accel_param) method to get control parameters. Source: [6].

The apply_friction () method (listing 7) modifies the current velocity vector of the drag and friction coefficients.

func apply_friction ():
    if velocity.length () < 5:
        velocity = Vector2.ZERO
    var friction_force = velocity * friction
    var drag_force = velocity * velocity.length () * drag

    if velocity. length () < 100:
        friction_force *= 3
        acceleration += drag_force + friction_force

Listing 7. The apply_friction () method for calculating friction and drag forces. Source: [6].

The last method calculate_steering (delta) (listing 8) is responsible for rotating the velocity vector and the car object itself. Finally, the car is moved along the velocity vector using the built-in move_and_slide (velocity) method.

func calculate_steering (delta):
    var rear_wheel = position - transform . x * wheel_base / 2.0
    var front_wheel = position + transform . x * wheel_base / 2.0
    rear_wheel += velocity * delta
    front_wheel += velocity . rotated ( steer_angle ) * delta
    var new_heading = ( front_wheel - rear_wheel ). normalized ()
    var traction = traction_slow

    if velocity . length () > slip_speed :
traction = traction_fast
var d = new_heading . dot ( velocity . normalized ())

if d > 0:
    velocity = velocity . linear_interpolate ( new_heading * velocity . leif d < 0:
    velocity = - new_heading * min ( velocity . length () , max_speed_reverrotation =
    new_heading.angle ()

Listing 8. Apply_friction() method to calculate the rotation of the car. Source: [6].

5. Conclusions

This paper shows that the Perceptron Artificial Neural Network can be used as a neural model for controlling vehicle movement along the racetrack. For the purpose of obtaining a training and testing file, a research experiment was designed to enable measurements of the appropriate number of points on the racetrack. The learning pairs obtained were used in teaching and testing the Artificial Neural Network of the neural model of the car control system along a given race track.

In order to meet the requirements resulting from the assumed conditions of research experiments, it was necessary to design an appropriate ANN architecture and select appropriate parameters for it, and above all the number of hidden layers. It turned out that one hidden layer with the number of neurons from 20 to 40 is sufficient, depending on the conducted research experiment. The tansig function for the hidden layer and the purelin function for the output layer of neurons were used as the function of neuron activation.

In experimental studies, the key issues turned out to be, among others: the number of training pairs, i.e. measuring points on the racetrack, the way of initiating neuron weights, the results of the analysis of testing and simulations checking the movement on the racetrack with the use of, as well as the interpretation of the obtained results and their translation to improve the parameters of the experiment and the artificial neural networks used in it.

During the construction of the ANN, 14 input quantities and two output quantities were used. The inputs were the distances returned by 13 sensors placed on the car and the current speed of the car, and the outputs were the acceleration coefficient and the steering coefficient of the vehicle. The programming environments consisted of such components as: CLion environment, Godot game engine and MATLAB computing environment [8, 10-11, 25]. The aforementioned tools made it possible to efficiently perform, that is, to design and implement research experiments, as well as to test them later and conduct simulation studies.
As could be expected, the first experiments were burdened with certain failures, consisting in the collisions of the car with the walls of the racetrack. As a result of testing the learned ANN model of the neural vehicle motion control system, that the main cause of the collision and the lack of complete influence on the car control was too small number of training and testing pairs. It turned out that after introducing a vastly large number of training pairs, the designed and implemented ANN met the requirements for flexible control of vehicle movement on the racetrack.

As a result of simulation tests, it turned out that the longest lap of the track in the conducted experiments lasted 4 minutes and 55 seconds, and the shortest - 10.47 seconds. In five minutes, the highest number of laps was 34, while the lowest numbers of laps were 1 and 5. In the course of the experiments, shortcomings of the neural network were noticed, which consisted in the fact that under the same conditions the learning outcomes may be different.

You can further improve both the ANN learning method itself, and you can further increase the accuracy of learning with other artificial intelligence methods, such as evolutionary algorithms [4, 14, 30], or instead of the Artificial Neural Network to control the movement of the vehicle, you can use e.g. swarming algorithms such as such as the ant algorithm [22, 26, 29, 34], firefly algorithms [27], or the systemic immunological algorithm for increasing the ANN resistance to wall collisions [36]. Developing ANNs can also be used, i.e. ANNs that change their structure [13, 31-32].
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