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Abstract. In this paper focus is set on data reliability. \M®@pose a few methods, which
calculate credibility coefficients for objects sdrin decision tables. Credibility coefficient of
object is a measure of its similarity with respeztthe rest of the objects in the considered
decision table. It can be very useful in detecgitger corrupted data or abnormal and distinctive
situations. It is assumed that the proper data apjpe majority and can be separated from
improper data by exploring mutual resemblance. fiiteposed methods take advantage of well
known and widely used data mining technique - rosegs.
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1 Introduction

Improper data in the information system can be bldnfior corrupting
relationships between the other objects. Such wt&ih can be revealed, when
elimination of the improper data results in imprayithe outcome of the data
analysis denoted by better quality of generatedsraind/or uncovering some new
ones. For large sets of data the process of igamjifimproper data has to be
automatic. The process has no prior informationualbtioe data and all suppositions
on correctness features of data have to be gainlgdrom the data.

Credibility coefficient of object is a measureitsf similarity with respect to
the rest of the objects in the considered decibte. Credibility coefficients can be
very useful in detecting either corrupted datalmmaxmal and distinctive situations.
Such functionality can be valuable in differenid®of science, including medicine,
where exceptional cases have to be often consideiteda special care. In medical
applications credibility coefficients enable recaymng data not adequate enough to
rules applicable to the other cases. These execeptitay entail a special treatment
[1] [2] [11] and automatic detection of such anoesicannot be overestimated in
many situations. The exceptions can be very inti@gegor investigation in many
applications of natural sciences as an expected ¢@responding to the rules. On
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the other hand, it may be interesting to perfornadmalysis on the set of objects
without the uncertain cases and compare the resbite quality of knowledge
gained without objects with low values of crediyilicoefficients should be
enhanced.

There is no common way to define the relationiofilarity between objects
in information system, so it is strictly connectedith the implemented method.
Credibility coefficients calculations were implentedd in ARES Rough Set
Exploration System [3] [4] [5] [12], which is a tbdor versatile data analysis
exploiting the rough set theory. In this paper wespnt three different heuristic
methods of calculating credibility coefficients folojects from a decision table:

- algorithm based on frequency/statistical analysivery fast and intuitive
method

« algorithm based on class approximation — uses reaghpproximation concept

 hybrid algorithm — combination of the two methods

The paper provides a short description of the howgt theory. This
introduction is required for following presentatioh formulas for calculating the
proposed credibility coefficients.

2 Rough Set Theory Basics

The rough set theory [6] [7] [8] [9] is used for adyring data in an
information system. The information syst&unan be defined as:
S=<U,Q,Vp> (1)
where:
U is finite set of object,
Qs a finite set of attributes,
V = >Vq, whereVq is a domain of the attributg
qiQ
p:UxQ -V is afunction thato( X,q) OVq for everyx/J, q/RQ.

An information system is very often expressed byahle, where rows
represent objects and columns represent attriblesry cell holds a value of

a given attribute for a particular object (the eawf functiono are kept in the table
cells).

Let S=<U,Q,Vp > be an information system afdQ, andx, y/UJ. Objects

x and y are indiscernible by set of attributds (denoted by >|5y) in S if
o, q) =y, q) for everyqZP. The indiscernibility relationP is an equivalence
relation on set of objects.

Let P* denotes family of all equivalence classes of i@atP on U.
Equivalence classes ¢ onU are called P-elementary sets in information syssem
Des(X) denotes a description of P-elementary)gee*.
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Des(X) ={(q, v): ax, q) = v, for all XX and allgP} (2)

For any set of object§/ U and any set of attribute®/Q it is possible to
define P-lower approximationRY) and P-upper approximationP{) of Y in
information systens as follows:

pPY=[JX
Xop+Oxay
_ 3
PY=|JX
XOP*OXnY#0

P-boundary, P-positive area and P-negative aréaavé defined respectively as in

(4).
BN,(Y) =PY-PY

POS.(Y) =PY 4
NEG,(Y)=U - PY

The accuracy of approximation of Séby set of attribute® in information
systemS can be defined as:

1Y) = card(PY)

card(PY) ®)

wherecard is cardinality of a set.

Let PZQ be a set of attributes aid= {Y1, Y,, ... Y} be family of sets where

n
YinY=0 foralli,j<n and| Jy, =u.
i=1
P-lower and P-upper approximations of family ofss¥tin information
systemS are respectively the sets:

PY={PY%,PY....PY;}

o (6)
PY ={PY, PY,....PY}

The quality of approximation of partitioning ¥fby a set of attributeR/Q is:

Artificial Intelligence
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an card( PY )

_i=1
Xe(Y)= card(U) (7)

An information system can be regarded as decisabtef if the set of all
attributes is split into condition attribut€sand decision attributdd: Q = CLD and
CnD =/

Decision class is an element frdfn, where o( x,d ) 0Vd for everyx/U, d/D.

Decision tableS = <U, C[D, V, p> is deterministic ifC-D (the same
values of all condition attributes of any pair dfjects from decision table imply
equality of values of all their decision attributesspectively); otherwise is non-
deterministic.

3 Credibility Coefficients
3.1 Introduction

In this section we present our proposals of methimdscalculating credibility
coefficients of objects from decision tables.

In this and subsequent chapters we concentratkecigion tables which have
only one decision attributeD(= {d}). The aim of this assumption is to simplify
formulas. They can be easily generalized on detitables containing more then
one decision attribute.

Presented methods differ from each other signifiga in applied
methodology, but they have one common feature. pguksented credibility
coefficients are normalized to range <0, 1>. Valueepresents the least level of
credibility of a given object, while value 1 is tmeaximum representing perfect
relationship of similarity to other objects in thiaformation system. This
normalization is very useful especially when we wtancompare results returned by
different algorithms.

3.2 Algorithm based on Statistical/Frequency Analysis

This is a very simple and fast algorithm. It isdd®n frequency analysis of
values of certain attributes from a decision tallach object is compared with
objects which belong to the same decision classl{ernatively speaking - have the
same value of the decision attribute). The creithbdoefficient for each object is
proportional to the number of objects having thmaavalues for given attributes.
The credibility coefficient has higher value if rmoobjects with the same values of
condition attributes are in decision table. It igrth noticing that in this method each
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object is treated exactly in the same way (fairlgjluence of each object on values

of the credibility coefficient of the other objedtsthe decision table is the same.
Credibility coefficientCsu,d) for objectu/U of decision tabl& = <U, C/Ad},

V, o> using frequency based method is calculated acaptdithe following formula:

Z card(Wu’d a )

card(K,q)
Csr(ud) :% (8)

where:
Kua ={y0OU : p(y.d)=p(ud)}
Wyga ={yOU : p(y,d)=p(ud)Op(y.a)=p(ua)

3.3 Algorithm based on Class Approximation

LetS = <U, CZAd}, V, o> be a decision table. We say that objecCU is:
« non-conflicting one with decision claksif:
u/7{POS (X)n NEG: (X)} whereX={y /U: oy, d)=h}
 conflicting one with decision class if:
u/7{BN¢ (X)} whereX={y /U: p(y, d)=h}

The main idea of this algorithm is based on th&uamption, that the non-
conflicting objects should have higher values oddibility coefficients than the
conflicting ones. To introduce more variety for enflicting object, the algorithm
additionally performs frequency analysis of patéciattributes in respect to positive
and negative areas of a given decision class.

This algorithm analyses all objects from a decidmile. For each object all
decision classes are considered. Each decisiors dtas which object is non-
conflicting increases credibility coefficient ofetlobject by one. If examined object
is in conflict with decision clash then credibility of such object is increased by
value of additional coefficieraddCoefwhich value is positive and smaller than one.
The additional coefficient is calculated accordiaghe following rules:

¢ Create empty sét

« If a current object belongs to decision clasthan add all objects which belong
to positive area of decision classo setk

 If current object does not belong to decision clashan add all objects which
belong to negative area of decision class setk

« For each condition attributg create setV containing all objects which belong
to setK and which have the same value of attribai@s objecu. In each step
add toaddCoefvalue equal tocard(K)/card(W) At the end normalizaddCoef
by dividing it by valuecard(C) (addCoef = addCoef / card()
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The aim of the next step is the normalization & #alue to range <0, 1>.
Value of credibility coefficient of each object @ivided by number of decision

classesdard(\y)).
It should be underlined that this algorithm will lgéving very imperfect
results if most of the objects belong to the boupndd particular decision classes.
Credibility coefficient Cca(u,d) for objectu/J of decision tableS = <U,
C/[Ad}, V, p> using method based on class approximation is akdilaccording to
the following formula:

3" def (u,d,h)

CCA(UH):% ©)

Where functionglef(u, d, hjandaddCoef(u, d, h, are defined as follows:

1
> addCoef(udha) for ubd{POS:(X)ONEC(X)}
def (u,d,h)={2A

dC
card(C) for UOBNG(X)

cardWposa) o pu.d)=h

_ ] card(Kpog
addCoefu,d,h,a) =
d
% for p(U, d) #h
card(Kneg)
and:
H ={vOvy}

Xgph={uOU: p(ud)=h}

Kpos={uOU : uOPOS (X )}

Kneg={uOU : uINEG:( X )}

Wpog,  ={y0U : yOPOS(X)Op( y.a) = p(ua)}
Wnegq, 5 ={yDU YONEG:(X)UOp(y,a) =p(u,a)}

3.4 Hybrid algorithm

This method combines features of two previouslyspn¢ed algorithms. Its
execution is very similar to the approximation lwhssethod. The only difference is
the way to cope with objects which are in confiidth the decision class. In such
cases the credibility coefficient is calculated itanty to the frequency method and it
depends on number of appearances of value of giitebute for objects belonging
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to the same decision class (it does not considethven the particular object belongs
to the positive or the negative area of decisi@ass).

Credibility coefficientCyy(u,d) for objectu/U of decision tableS = <U,
C/Ad}, V, p> using the hybrid method is calculated accordingh® following
formula:

3 def (u,d,h)

_h 10
CHM (ud) _DT:arT (10)

where functiordef(u, d, h)s defined as follows:

1 for uO{POS:(X)0 NEG:(X)}
card(W, q,a)
def(u,d,hEy 2 ——— 1
ac cardg) ¢ U0 BNo(X)
card(C)

Kug ={yOU:pip(y, = p(u,d}
W, 4.2 ={yOUp:p(y, = p(u,d)0 p(y,a) = p(u,a}

3.5 Example

Let us consider a decision table presented in Tallld § = <U, C/Ad}, V,
0>, where we have set of objedts={1, 2, 3, 4, 5, 6},set of condition attributes
C={cl, c2, c3}and decision attributd=dec) [4]. The table contains the values of
three credibility coefficient€sy, Cca andCyy. For every object of this decision the
credibility coefficients were calculated using thenethod based on
statistical/frequency analysis, the method basedclass approximation and the
hybrid method respectively. An object with numberh&s the lowest value of
credibility coefficient averaged over all three Bmad methods. We consider the
object with number 5 as the least credible (thstlégpical) and we would like to
observe changes in the rough set analysis of tfectsbwithout the “worst” one.
Table 3.5.2 presents the modified decision talfter{faemoving object 5).

Table 3.5.3 shows approximation accuracy and tyuafidecision classes of
the original decision table and the modified onéteAremoving the object with
number 5, the qualitative indicators of the decistable were enhanced to the
maximum level. Applying the credibility coefficiesitto objects successfully
identified the improper data. Omitting it can reésal a better knowledge induced
from the modified decision table. This is the mgoal of introducing the credibility
coefficients — identification of exceptional, ngrpical or unusual information. The
improved values of accuracy and quality of appration without the improper data
do not involve neglecting it in analysis — it stghndepends on an approach. The
observations just confirm suppositions demonstrhtethe credibility coefficients.
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Table3.5.1. Sample decision table with values of credibilihefficients for every object

Object 1d cl 2 c3 dec Csr Cea Gm
1 0 1 0 1 0.58 1.00 1.00

2 1 0 0 1 0.42 0.22 0.21

3 1 1 1 1 0.58 1.00 1.00

4 0 1 1 1 0.58 1.00 1.00

5 1 0 0 0 0.50 0.00 0.25

6 0 1 2 0 0.50 1.00 1.00
Average 0.53 0.70 0.74

Table 3.5.2. Sample decision table, after removing the ledsthie object, and values
of credibility coefficients for every object

Object Id cl (4 a3 dec Cor Ces Gm

1 0 1 0 1 0.58 1.00 1.00
2 1 0 0 1 0.42 1.00 1.00
3 1 1 1 1 0.58 1.00 1.00
4 0 1 1 1 0.58 1.00 1.00
6 0 1 2 0 1.00 1.00 1.00

Average 0.63 1.00 1.00

Table 3.5.3. Accuracy and quality of approximation of decismasses from
the analysed decision tables

Type of measure Table 3.5.1 Table 3.5.2
Accuracy of approximation 0.50 1.00
Quality of approximation 0.67 1.00

Table 3.5.4 shows another decision talle=(<U, C/Ad}, V, o>, whereU={1, 2, ...,
m-1, m}, C={cl, c2, c3andd=deq [1] with values of credibility coefficients for
every object. All attributes have binary valuesa(@ 1). In the decision table there
aren-1 objects with all attributes set to 0 (including tthecision)m-n-2 objects with
all attributes set to 1 (including the decisiondamwo “corrupted” objects (with
numbersn and n+1), which have all condition attributes with value iBut the
decision attribute set to 1 and all condition htites with value 1 and the decision
attribute set to 0, respectively. For such a desisable both qualitative measures
have value zero. It means that the “corrupted” thatered the obvious relationships
between the “correct” objects putting them all itb@ boundary of the rough set
identified by the condition attributes. It is inksting how well the credibility
coefficients can detect this obvious (and trivizdse. In the table values of the three
credibility coefficients are presented for two sefsparametersnE20, m=40 and
n=10, m=25 respectively for symmetric and asymmetric pamiing of the
“correct” objects).

Table3.5.4. Sample decision table and values of credibiligfiicients for every object
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. Cer Cea Cim Csr Cea Cim
Object Id cl 2 3 dec 11220, m=40 =10, m=25

1 0 0 0 0 0.95 0.00 0.48 0.89 0.00 0.45
2 0 0 0 0 0.95 0.00 0.48 0.89 0.00 0.45
0 0 0 0 0.95 0.00 0.48 0.89 0.00 0.45
n-1 0 0 0 0 0.95 0.00 0.48 0.89 0.00 0.45
n 0 0 0 1 0.00 0.00 0.03 0.00 0.00 0.03
n+1 1 1 1 0 0.00 0.00 0.03 0.00 0.00 0.05
n+2 1 1 1 1 0.95 0.00 0.48 0.93 0.00 0.47
1 1 1 1 0.95 0.00 0.48 0.93 0.00 0.47
m-1 1 1 1 1 0.95 0.00 0.48 0.93 0.00 0.47
m 1 1 1 1 0.95 0.00 0.48 0.93 0.00 0.47
Average 0.90 0.00 0.45 0.84 0.00 0.43

As it could be expected the set of credibility diméEnts properly and convincingly
identified the “corrupted” items from the decisitable. However the credibility
coefficient based on class approximation cannotecegth this evident case.
A striking outcome — values for all objects are0-0is caused by the fact that the
rough set has no positive and no negative regidis.objects belong to the
boundary. Such a situation makes the algorithm dase class approximation
useless because as a matter of fact the approgimatannot distinguish any
relationships between data. One conclusion canr@erdfrom observation of the
case. In general it is better to use a combinedozgh to detect exceptions in data
relations. Candidates for the exceptions shouldlbeted by a composite result, like
an average value of all credibility coefficientsowkver detailed analysis of
particular credibility coefficients can be surpngiand hence interesting.

3.6 Summary

In this section we presented formulas for calcntatithe credibility
coefficients for objects from decision table. Vauef credibility coefficients are
normalized to range <0, 1>, however they carry amy osome descriptive
information and are not an absolute measure dailydity. Comparison of values of
credibility coefficients should be done with a dant In general, values closed to
one and close to zero denote respectively a highaatow reliability of a given
element. If a credibility coefficient of one objetd two times greater then
a credibility coefficient of another object it doest mean that the first one is two
times more reliable. Comparing values of crediilibbefficients calculated with
different algorithms has no sense.

Algorithms of the credibility coefficients are hsiic. It is difficult to state,
whether any of them is superior in any sense. Fooase recognition of improper
data we can relay on an average of a bundle ofhilied coefficients. To tune up
the identification of non-typical data we can colesicandidates with poor results of
particular credibility coefficients.
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All presented algorithms use all condition atttéss while calculating
credibility coefficients. These methods may be lgasilapted to take into account
only a limited set of condition attributes. Sucket could be for instance a relative
reduct of a given decision table.

ARES Rough Set Exploration System [3] [4] [5] effenore algorithms of
evaluation credibility of objects. They are basedftfequent sets and decision rules
generated from the decision table [5]. The limitlué space precludes possibility to
present them in this paper.

4 Conclusions

In the paper the idea of credibility coefficients bbjects from decision table
was presented as well as three algorithms for tlog them. There are many
purposes to use information, how well a given abfeam decision table suits to
other data:

 The knowledge acquisition system can be supplerdenté¢h ability to
recognize exceptions to the rules.

« Better knowledge can be inferred from an informatsystem if improper data
is removed form it. By better knowledge we can assumore precise
classification (with better quality indicators) amdybe some new rules.

« Analysis of exceptions very often can enhance tuadf data gaining,
processing and storing (by avoiding errors).

« Exceptions to the rules are very often more intergsthen the rules
themselves, especially in natural sciences, inodhedical application for
which ARES system was originally designed.

ARES Rough Set Exploration System provides a wilgety of algorithms
calculating credibility coefficients. Methodology leandling improper data has to be
worked out and ARES system seems to be a propdr Iiso multi-document
architecture facilitates performing parallel an&ysf decision tables with and
without objects supposed to be improper.

Some preliminary tests on credibility coefficientgre carried out and the
gained results are promising. To the original dztia[10] some randomly generated
elements were added and it was possible to ddtent by low values of credibility
coefficients. The experiments performed show thla¢ tproposed credibility
coefficients may be successfully used in detectiogupted data or abnormal and
distinctive situations.

The values of credibility coefficients can be nelgal as rankings of objects in
decision table. A predefined portion of objects hwithe lowest credibility
coefficients can be “suspected to be unusual”. Tdseybe discarded to improve the
quality of the remaining data or can be inspectét special care to discover their
peculiarities — the approach depends mainly fromliegtions, however the both
attitudes are interesting for a research.

Studia Informatica vol. 1/2(7)2006



Credibility Coefficients for Objects of Rough Sets 103

In introducing and applying the credibility coef@nts the main assumption is
a belief that majority of data are proper and adreand appear more frequently then
exceptional data. The repetition of the same dataybe within some margins,
should be reflected in formulas of credibility cfigénts as a support for
correctness. Then untypical objects appearing yazeh be spotted as not having
enough backing from the other ones.

The methodology of dealing with credibility coefénts should be
developed. New algorithms for credibility coeffiots are being implemented and
investigated. The practical effects of identifyingproper data should be assessed by
experts, whether such a feature is useful in kndgdeacquisition. We do strongly
believe that the rules can be fully recognized amderstood if they have exceptions,
which can be revealed by applying credibility casénts.

In the paper only calculations based on roughtlsedry were presented.
Some other concepts have been developed and impilediel he idea of assessing,
how much a data object is typical one in respecbttter objects in the set, is
a general one. The concept may find its applicationdata analyzing tools, expert
systems, knowledge acquisition systems and mangr dtiformation processing
systems, where removing of improper data or exgosiproper data is important.
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