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Abstract. The paper presents the results of comparison rektmetaheuristics that currently
exist in the problem of function optimization. Thest algorithm is Particle Swarm Optimization
(PSO) - the algorithm has recently emerged. The oe& is based on a paradigm of Artificial
Immune System (AIS). Both algorithms are comparéth WBenetic Algorithm (GA). The
algorithms are applied to optimize a set of funwdiavell known in the area of evolutionary
computation. Experimental results show that it ii§iodilt to unambiguously select one best
algorithm which outperforms other tested metahéusis
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1 Introduction

There is a wide range of problems, which can baiged to solving the
problem of multivariable function. Usually, solgirthis category of problems boils
down to finding the optimum of a given function. fdriunately, finding the
optimum, especially in case of non-linear functiomay be very computationally
complex, and in some cases it may sometimes bessifle to find it in an
analytical way or when determinist methods are kmatwn. In such case, various
heuristics may be useful, which, however, do naiagb guarantee that the optimal
solution be found. Nevertheless, they can findlat&m close to the best one within
a reasonably short period of time.

In the article we shall examine new algorithmsttiel®@ Swarm Optimization
(PSO) and Artificial Immune Systems (AIS) as aeméative to the classical Genetic
Algorithm (GA).

An inspiration to invent a PSO metaheuristic whe tbility of living
creatures such as birds or fish to travel in grqfipsks of birds and schools of fish)
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in harmony. Terminology concerning the “swarm” vwasposed by Millonas [7] in
his book, which describes the modelling of art#lclife. Optimization of PSO
comprises very simple notions and paradigms, wtdah easily be coded and
simulated using a computer. The algorithm demardg basic mathematical
operators be used and is not computationally experass regards memory usage
and speed. Hence, PS is becoming increasingly popuhnd numerous
implementations, applications and modifications esgp[3][12][13][14]. AlS, in
turn, is built basing on rules governing the fuocing of immune system of
vertebrates. Mechanisms governing immune systenes used to build AIS,
dedicated to data analysis, optimization, as wsllttee construction of anomaly
detecting systems [15][16]. Recently, they haveo dlecome popular as regards
numerous implementations, improvements and appitatIn turn, GA is based on
analogy with the evolution process found in natamed is becoming increasingly
popular and successful [2].

The aim of the current study is thus not to chécke algorithm is in general
,,better” than another one, but to analyze the \iebaof three different algorithms
on a given set of optimization functions with aajfraumber of variables, which are
extremely difficult to solve, and to provide newsights on using these algorithms
for the proposed objective functions.

We shall try to compare all the heuristics in doenmon testing environment
of well-known functions, which constitute an expeental firing ground for many
optimization methods.

The paper is organized in the following way. Negfction presents PSO
algorithm. Section 3 describes AIS and section dirms GA. Section 5 presents
a set of test functions and section 6 shows reséllexperiment study. Last section
contains conclusion.

2 Particle Swarm Optimization

2.1 Description of functioning PSO

Initial position of individuals is chosen at randdrom the solutions. Next,
a single particle may move in the direction desdiby the equation:

VPLK] = eV K] + oy (' [K] = X' [K]) + Cry (y *[K] = X'[K]) 1)
Xt+l[k] - Xt[k] +Vt+1[k]

whereV' — speed of a molecule at tied' — position of a molecule at tingy' — the
best position found so far by a molecule for tigng" — the best position fund so far
by the neighbours for time ¢, ¢,, c; — weight coefficients defining the influence of
each of the three elements of the compromise, wiaspectively define how much
a molecule trusts; — itself at timeg, — its own experiences — its neighbours and
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their experiencefk] — k-th vector coordinates v andy of the length equal to the
number of dimensions of the space of solutions.

Coefficientsc,, ¢,, ¢z are multiplied by random values, r, andrs, which
belong to<0,1> range and are defined for every generation.

The second line of the equation (1) means thaspieed v is represented by
the number defining the distance a molecule carelria a timet=1 so we can add
up the values of variablesandv assuming that their units are identical.

The value of the vector of speed is changeablé&hyprevents the travelling
of an individual through a space of solutions, gltime straight line. The change in
the vector’s value is calculated in the followingyw

Vi) =x(vi -+ o,(p =% =-1)+p,(py =% (t-1)): @)

where:v; — vector of speed of an individual in an iteratipp; — the best position of
a given individual gbest — value for the positionp); p; — position of the best
individual in the whole populatiorgbest— its value). Moreover, parametersand
p2 may influence the vector of speed of a molecuiest Bf them influenceg; value,
the second op,. A change in these parameters changes the foricdlwénce of the
best values found so far on molecules. The direadomovement is influenced by
the best position of a given individugd)(and position of the best individual in the
whole populationg).

The speed of a molecule should be great enougmake it possible for
a molecule to leave a local minimum and, at theesime, small enough to provide
a division into search areas. It is recommended tha value be chosen in
accordance to the problem in question [8]. It imelby introducing an additional
parameter called inertia weight:

K , 3

1—§—w/ab§p2 —4p)

2

/Y:

ab

wherex — coefficientx e (0,1>; p — coefficient, which is the sum pf andp,.

A similar solution was proposed in paper [5], vehéne authors worked out
a new method using Random Number Inertia WeighterAative methods of setting
inertia weight by using a fuzzy variable [13][14hich give better results, are proposed.

2.2 Particle Swarm Optimization — pseudocode

Individual: x={X1, %, ..., X} (Structure representing a solution)
Population:S

Artificial Intelligence
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Optimization criterion: functio(x)
Initialize S
DO
FOR every individual
Count the value of function
IF (f(xi)<pbesf) THEN p;=x;
IF (f(x)<gbes} THEN pg=x;

END
FOR every individual
Count the value of vector of speed
Count the position of particle
END
WHILE the maximum number of iteration or the smsilerror it does not it be
becomes reach
Problem_solution= the best individual frors

3 Artificial Immune System

3.1 Description of functioning AIS

The idea of the algorithm presented in this papes ariginally proposed by
L.N. de Castro and F. J. Von Zuben'a [4] who calie€LONALG. To use the
algorithm, it was necessary to assume that it doesefer to a predetermined, public
set of antigens because the set of antigens iditdaed by unknown maxima of
function f(x). As affinity of antibodyp and antigen we shall take the value of
functionf(p). In the algorithm, an antibody is a vector of flog point numbers.

In each iteration of the algorithm, the functiohaaljustment is counted for
every antibody. Nextn best antibodies are chosen from popula#nto a new
population of antibodies Abn Moreover, in each iteration of the algorithm tlie
new populatiorAbn the following operations are carried out sequdlgtfar every
antibody:

Cloning

The number of clones depends on the degree oftatjug the higher the
degree of adjustment (the value of functfpithe larger the number of clones. The
total number of clones is generated for all thesantibodies according to the
following formula:

Ne = Zroun{’g j (4)
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where:f — multiplying factor of the clones’ number— total number of individuals
chosen for cloning\N — size of population.

E. g. forN=100 ands=1, the highest affinityi€1) will produce 100 clones,
while the second highest) affinity produces 50 clones, etc.

Hipermutation
For vectorx=[x1,%,...,X] output vector=[z,,2,...,7] is calculated from:

Z=X; + AX=X* g*Rand<0-1>, (5)

where: X — the absolute value from the range of the functio question;
a — parameter defining the degree of mutation catedl from:

a=exp(»*D), (6)

where:p — mutation coefficientd — fithess coefficient equal —n/N n — position of
an antibody in a vector of solutions of the lenthorted according to affinity.

Then from populationAbn a few best individuals are chosen and they replace

individuals with low adjustment in populatidtb.
Finally, the result is the best antibody from plagion Ab.

3.2 Artifical Immune System — pseudocode

Antibody: x={x1, %, ..., %} (structure representing a solution)
Initialize populationAb() (at random th&\ of antibodies);
DO
FOR every antibodpb
Count the function of adjustment;
END
Sort populatiorAb according to adjustment;
Choosen (n<N) the best antibodies from populatiébto a new populatioAbn
FOR every antibodpbn
Cloning;
Hipermutation;
Count the function of adjustment;
END
Sort populatiorAbnaccording to adjustment;
Choose theN-n new individuals fromAbn and replace individuals with low
adjustment in populatioAb by them;
WHILE the maximum number of iterations or the smsilerror is not reached.
Problem_solutiorr the best antibody fromb.
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4 Classical Genetic Algorithm

4.1 Description of functioning GA

In the algorithm we have an initial populati®{) consisting of properly chosen
chromosomes, which are assessed by a known furatiobjective. In each iteration
of the algorithm, called a generation, the algonittequentially performs three basic
genetic operations:

» Selection- selection of the fittest individual from a preseopulation (the
value of the function), there are three methodsetdction:

0 roulette wheel selection,
0 tournament selection,
o ranking selection,

« Crossover (one point crossover) exchange of genetic material between
pairs of individuals coupled/matched during setattiA crossover point on
the parent organism string is selected. All datgohd that point in the
organism string is swapped between the two pangatnisms.

e Mutation — the change of value of a gene chosen at random i
a chromosome.

Next, new individuals are assessed — calculatirey \thlue of the function of
objective. Evolutionary process lasts until theusoh of the problem is reached at
a satisfying level. Then, the best individual ofitaogiven populatiorP(t) is the
result.

4.2 Classical Genetic Algorithm — pseudocode

Chromosomex={x, %, ..., %} (Structure representing a solution)
PopulationP()
Optimization criterion: functio(x)

t=0

Initialize P(t)

EvaluateP(t)

WHILE termination condition NOT TRUE
t=t+1
SelectP(t) from P(t — 1)
Crossover irP(t)
Mutate inP(t)
EvaluateP(t)

DO

Problem_solutiorr the best chromosome frdt)
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5 Test function

Five test functions were used to carry out the Brpnts. The functions to be
minimized are presented below:

5.1 Sphere model

A continuous, convex, unimodal function
n

f,(x) :inz; xOR", 7
i=1

minimumx*=(0, 0, ..., 0), f(x*)=0

Figure 5.1.Sphere model

Griewank’s function

A continuous, multimodal function

1 n n X
- > X2 - |1 OR", 8
f(0 40004 : I] Co{ﬁ]ﬂ" § ©

minimumx*=(0, 0, ..., 0), §(x*)=0
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Figure 5.2.Griewank’s function

Rastrigin’s function

A continuous, multimodal function
fo(x) = Z(xi2 -10[E0s@7x,) +10) xOR", 9)
i-1

minimumx*=(0, 0, ..., 0), §(x*)=0

Figure 5.3.Rastrigin’s function

Rosenbrock’s function

A continuous, unimodal function
f (%) =D 10AX" —x,)* +@A-%)%); XOR", (10)
i=1

minimumx*=(1, 1, ..., 1), f(x*)=0
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Figure 5.4.Rosenbrock’s function

Schwefel’s function

A continuous, unimodal function
2

f5(x):zn: Zi:xj : xOR", (11)

i=1\_j=1
minimumx*=(0, 0, ..., 0), §(x*)=0

e

4 o {2,
x10 53 : e,
- | A,

Figure 5.5.Minimization of Schwefel's function

6 Experimental study
The algorithms discussed (PSO, AIS and GA) wertedessing functions

presented in Chapter 5. In the experiments, whierewearried out, the precision of

results was lower than POExperiments were carried out for the followingmwher
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of variablesn=5, 10, 20, 30 but the results were presented fmiyn=30. All the
algorithms were run for 200 generations.

The experiments, which were not presented in pliger, aimed at setting
parameters of the algorithms. Parameters (propeedch algorithm), which were
set, are: size of population, total number of adibs chosen for cloning,
multiplying factor, degree of mutation, selectioethods, probability of crossover,
coefficients of molecule speed change. Each algoritvas run many times for
different values of the parameters mentioned aband,the number of variables of
optimized function was increased fram5 to n=30. When regulating parameters,
the computational cost of the algorithm was taketo iconsideration. The best
results were memorized. On this basis, the mearewaf the parameters, which gave
the best results for a given function, was caledator the sake of the presentation,
each experiment was repeated 25 times, with paeswrwatues predefined, and the
best result was presented for each generation.

For every algorithm the optimum values of paramseteere well-chosen for
every function separately.

For algorithm PSO the valuesmfandp, were near or equal to 2 and the size
of the population was about 50 individuals (onlyr fRastrigin's function the
population consisted of 100 individuals).

For AIS algorithm the total size of population the all the functions tested
consisted of 100 individuals. The number of antibsa&hosen for cloning was equal
100, only for Schwefel’'s function the value was &qr0. The multiplying factof
for Rastrigin’s function was equal 10, for spheredel and Griewank’s function
p=9, for Schwefel’s functio® =7 and for Rosenbrock’s functigs6.

For GA the values of parameters were charactefizethe greatest variety.
The size of population ranged from 40 individuals Griewank’s function to 90 for
Rastring’s function. For Griewank’s, Rastring’s aRdsenbrock’s function, ranking
method of selection proved to be the best one. filutaoefficient was smaller than
0,01. As for crossover coefficient, it did not eeded,8 (it was high — 0,95 only for
Rosenbrock’s function).

Figures 6.1-6.5 show mean results of experiments.
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Sphere function (n=30)
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Figure 6.1.Minimization of Sphere model
Griewank's function (n=30)
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Figure 6.2.Minimization of Griewank’s function
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Rastrigin's function (n=30)
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Figure 6.3.Minimization of Rastrigin’s function

Rosenbrock's function (n=30)
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Figure 6.4.Minimization of Rosenbrock’s function
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Schwefel's function (n=30)
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Figure 6.5.Minimization of Schwefel's function

It can easily be noticed that better results wéraioed for PS than for AIS
as far as regards finding the minimum for test fioms. AIS only for one function
(Griewank’s function) showed worse than PS. In &didj it is worth noticing that
AIS took about 130 times longer to execute thart tiaPS, which results from
computational complexity of the compared algorithmdS algorithm performs
multiple loops over the whole population of antitkesdAb i Abr), and at the same
time, it carries out costly operations of reprodret(cloning, hipermutation) and
sorting. It is also worth noting that PS is thetdas heuristic, because it comprises
very simple notions and mathematic paradigms. Ga#ise a fast algorithm.

Moreover, it is worth noticing, that finding antopum of a function in PS
algorithm after not more than 30-50 generationsreteses rapidly and stays on
a certain level of values of the functions testad further populations do not bring
a noticeable improvement of the result. AIS behasasilarly, the algorithm
stabilizes after about 10-30 generations. GA bekdnm a different way. As the
number of generations increases, they graduallyliardrly approach the optimum
of the functions tested. The behaviour of heurgstdoes not depend on the type of
the function (unimodal or multimodal function).

Chosen as a model GA, which proved the best usptiere modehnd
Schwefel's function, turned out to be the leastceffit search method of finding
minima of the three remaining test functions. Ngamerations (more than 200) will
probably give better results.
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7 Discussion and Conclusion

The particle swarm algorithm is usually discussmgbther with evolutionary
strategies. However, there are numerous differenetseen them. Evolution results
in the improvement of the objective function by meaf selection. In this way, only
the fittest individuals survive, and the weakest @liminated. In particle swarms, all
individuals survive, and the improvement is achievby means of social
interactions. In this way, individuals learn fromeoanother.

Experiments carried out in the same testing enuirent proved that PS and
GA are better than AIS in finding the minimum of Ithwariable function.
Experiments showed, that for two functions (Rasttiggand Rosenbrock’s function)
the best algorithm is PSO, for sphere model andw8fdl's function the best
heuristics is GA, for Griewank’s function the ba#gorithm is AIS. It is also worth
noting that PS is the fastest heuristic among tlppesented in the paper. It results
from the fact that no genetic operators are usethism method and the whole
population is used in the next generation. Howethds, comparison is not purely
linear because we do not take into consideratioimgortant parameter — time of
execution of one generation of the algorithm. Idesrto define linear effectiveness
of optimization methods compared in this paper,eexpents assessing time of
execution of the algorithms should be carried Butthermore, it is possible to find
the best available modifications improving the @éfncy of the algorithms
discussed, and carry out experiments again in dalestablish the best method of
optimization of the functions, e.g. introducing newessover operator in algorithm
AIS [9], modifications in PSO — alternative methoafssetting inertia weight by
using a fuzzy variable [13][14] or for GA — coevidtwary algorithms LCGA
(Loosely Coupled Genetic Algorithm) [1][11], CCGAE¢operative Coevolutionary
Genetic Algorithm) [9][11].
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