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Abstract. We consider a grid computational model which cetnsf a number of computation nodes
and a number of users. Each user generates a atinpubad (jobs) requesting computational and
communication resources. A deadline for each jotal&® defined. We propose a scheduling
algorithm which is based on lterated Prisoner'smiha (IPD) under the Random Pairing game,
where nodes (players) of the grid system decideitath@ir behavior: cooperate or defect. In this
game players play a game with randomly chosen Hagad receive payoffs. Each player has
strategies which define its decision. Genetic atlgor (GA) is used to evolve strategies to optinaze
criterion related to scheduling problem. In thip@awe show that GA is able to discover a strategy
in the IPD model providing a cooperation betweedeaiplayers, which permits to solve scheduling
problem in grid.
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1 Introduction

A computational grid is a hardware and softwarerasifucture that
provides dependable, consistent, pervasive, angpémsive access to high-end
computational capabilities [1]. A grid is a deceafifed heterogeneous system in
which computational resources are located in a munmdd computation nodes.
Computation nodes are often personal computershaidwe different CPU power,
amount of memory and bandwidth of communicationnde& Their available
resources change in time. Each node is attributedh tuser which generates
a computation load (jobs) requesting computati@rad communication resources.
A job composes of a number of taskask schedulings a process in which tasks
are distributed to the nodes with user’s requiresien

From user’s perspective, a grid is a problemiaghenvironment in which
one or more user jobs can be submitted without kmgwhere the resources are or
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even who owns the resources. The real and spgcificlem that underlies the grid
concept is coordinated resource sharing and prolslelving in dynamic, multi-
institutional virtual organizations [2]. This coamdting is difficult because grid
nodes are heterogeneous and autonomous. Traditqpabaches use centralized
policies that need complete state information ancb@mon fabric management
policy, or a decentralized consensus-based polizye to the complexity in
constructing successful Grid environments, it ipassible to define an acceptable
system-wide performance matrix and common fabrimagement policy [3]. For
example SETI@home [4], launched in 1999, is a widelown very simple grid
computing project. It uses the processing powehofisands of Idle CPU's that are
connected to the Internet. In this system, the @BWer is donated by the users who
are considered truthful, and there is no competitietween them. But this problem
becomes more challenging when resource owners &g Ipaid, or other issues
exist such as the social reputation gained by@paiing in the Grid society [5].

Economical models in a computational grid arepsarexample of behavior
in which nodes (producers and consumers) can bpecate [4][6][7][8]. In this
model a market concentrating producers (resournd) @nsumers (computation
load) are considered. Producers can sell their mgources to consumers for an
established price. A pricing policy is a determindehavior for producers and
consumers. Current market-oriented models are based general equilibrium
theory. The general equilibrium theory can be tiemmsed to an optimization
problems, which in this case is a scheduling problBut this approach has some
disadvantages. Firstly, a grid cannot be treatefteses market. In the market each
node has information about all others nodes. Id tiris information is restricted to
nodes in their neighbourhood. Secondly, pricinggyotio not assume deadline for
executing tasks.

In [9] author presents promising idea of resourmamagement system based
on the immune system metaphor, making use of theegpis of Immune Network
Theory and Danger Theory. By emulating various elets in the immune system,
manager could efficiently execute tasks on verygdarsystems of either
homogeneous or heterogeneous resources in grids.diBfributed nature of the
immune system allows efficient scheduling of tasksen in extremely large
environments, without the use of a centralizedieranchical scheduler.

In this paper we will show a new concept of salied in grid computing.
This concept is based on game theory. The majart @di using this theory is to
keep cooperation between nodes. We propose a detgedlgorithm which is based
on IPD under the Random Pairing game [14], wherdead(players) of the grid
system decide about their behavioooperateor defect In this game players play
a game with randomly chosen players and receiveoffrayEach player has
strategies which define its decision. GA is usecewolve strategies to optimize
a criterion related to scheduling problem. In théper we show that GA is able to
discover a strategy in the IPD model providing apmration between node-players,
which permits to solve scheduling problem in grid.

The paper is organized as follows. In the nextisecwe describe task
scheduling problem in computation grid. SectiomBaduces one of game theory
model: Prisoner’'s Dilemma (PD). In this section aso explain evolution of
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behavior in IPD under Random Pairing game. NexGewtion 4 we give details of
our computational grid model. Last section conctutthe paper.

2 Task Scheduling Problem in Grid

In such systems like computational grid, taskesliting is not easy, for the
reason that nodes are not centrally controlled iafarmation about their state is
available only for their closest neighbourhood.Krasheduling is a core process of
resource management systems. The most important pbitask scheduling is
allocating computation load (divided into taskspfipropriate resources, attempting
to achieve some performance goals as the shostestittng time of user’s job or
load balancing on the nodes. Here, jobs can beutegdoth on local ancemote
nodes. Scheduler (see Fig. 2.1) is a system wisikd tlecision about allocating
tasks on the nodes in Grid.
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Figure 2.1.Grid and local scheduler

In grid systems we consider two types of schedulers

- grid schedulemhich allocates tasks among nodes

- local schedulemwhich allocates tasks in a single node after atioo by the grid
scheduler.

Grid scheduler might be de facto each node (Fib), hecause this process starts

when the node needs to send several tasks for bmigmodes. Nodes take their

decision autonomously. The scheduling policy deteesy how an application

should be scheduled and how the resources shoultlized. Most importantly, the

scheduling policy is responsible for defining therfprmance goals for the Grid

system.

In economical methods scheduling policy is a prisegorice specify behaviour of

nodes. Nodes have to pay for the executing tastteif want to send and are paid

when they execute tasks coming from the other nokhethe commodity market

model, resource owners specify their service paing charge users according to the

amount of resource they consume. The pricing patay be derived from various

parameters and can be flat or variable dependinghenresource supply and
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demand. In general, services are priced in suchag that supply and demand
equilibrium is maintained [6].

2.1 Model of the task

Computation job generated by a user is divided amaller indivisible parts
named tasks. We can consider two models of tasks:

- dependent tasks organized in directed acyclic g(BgiG),
- independent tasks.

In the first model the job can be representedvbighed, directed and acyclic
graphG = (V,; E) whose vertices:are tasksz.and edgeg, reflect the precedence
relations. Each task (vertices) has an executieh dine weight of an edge is called
the communication cost of the edge. The precedeanstraints of a DAG dictate
that a node cannot start execution before it gath#rthe data from its preceding
nodes. Grapl@ is called a program graph or precedence task ddjjhFigure 2.2
presents a precedence graph for four tasks in geace relation.

13
@ @

2

Figure 2.2.An example of a program DAG graph.

The second model is represented by a large numwibegarious size tasks
which are independent. Each task similarly to ddpahtasks has execution cost,
but there is no precedence constraints.

The cost of task executing on the node is tha tohe of execution of task,
time to send of task to node and time to receivailte of executed task. The
execution cost depends on a number of instructiortee task. Each processor is
characterized by a speed, i.e. by a number ofucstms computed per unit time.

Hence, time to execute of task is:

wherei, is the number of task instructiorfSjs the speed of a processor. A grid is
heterogeneous, so processors in a grid have vasjpersd by nature. Time of task
execution will be different in different nodes.

2.2 Model of resources

A resource is any physical or virtual componenlirofted availability within
a computer system [11]. A typical resource typesamputers are CPU time, size of
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memory, hard disk space, network throughput. Ird gystems resources are

heterogeneous. Each node may have a specifiedeespwhich are not available on the

others nodes. A node often have also more thamesoerce. A scheduler needs to have
information about these resources. Tasks can eegpicified resources and scheduler
have to allocate tasks on nodes where those resoare accessible.

3 Iterated Prisoner's Dilemma under the Random Pairing game

3.1 Background

Participating in a grid system with no rules causigations where nodes
willingly send their own tasks to the other nodest they refuse to receive tasks
from the other nodes. This behaviour is not goadafgociety in grid. In societies,
trust is a fact of everyday life. A decision todris a decision laced with risk [12].

Trust is relevant with reputation. Reputation candescribed as the opinion
of the public toward a person, a group of peoptearoorganization [11]. In a grid
systems reputation can be interpreted as desiredimperating. If node has a high
reputation, other nodes could cooperate with thigerwith minimal or without risk.

3.2 Game Theory: Prisoner’s Dilemma

Game is often described as a situation where nhelffayers have to make
a decision in conflicted situations. Such a sitragxists when two or more decision
makers who have different objectives act on theesagstem or share the same
resources [14].

The Prisoner's Dilemma is non-zero-sum game intwttie sum of gains and
losses by the players are always more or lesswhanthey began with. There are two
players. The players in the game can choose betimeemoves, either "cooperate” or
"defect". For every move players receive payoffctEalayer gains when they both
cooperate. If only one of them cooperates the ather that defects will receive the
highest possible payoff from payoff's table. If batefect, both lose. The "dilemma" in
this game is related to the fact that, whatevermther does, each of them is better off
defecting than cooperating. But the outcome obdairiegen both defect is worse for each
than the outcome they would have obtained for botiperating.

3.3 lterated Prisoner’s Dilemma under Random Pairiig

In the Iterated Prisoner's Dilemma the game isquagpeatedly and players
memorize their previous encounters. Each playeyspéainst the same opponent
for a defined number of rounds. This gives eaclggrlan opportunity to punish the
other player for previous non-cooperative behavior.

In the Iterated Prisoner's Dilemma under RandomirRaeach player plays
against a different randomly chosen opponent atyeneind [14]. In such a case the
evolution of cooperative behavior is much moreidifit than in the IPD due to short
interaction sequence. In the evolutionary versibthe game a population of players
plays the IPD among themselves [14]. Each playes uds own strategy from
a population of strategies. During the evolutiongmpcess the lower scoring
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strategies are eliminated and the higher scorimgtegfies are discovered and
increased in number. The process is repeatedthatilest strategies are found.

4  Grid model

4.1 Model of node

In computational grid participates a large nhumbfenarles. Each node takes
decisions autonomously in own environment. A nosleaiuser's system which
consist:

- resources (CPU, memory, disk space)

- capability to communicate with the neighbour nodes

- alevel of trust.

A user can generate computational load for a.Qrids load is divided into
independent tasks. For our model we assumed tblet &re incoming in time with
a Poisson distribution. This distribution is usedrhodel the number of events
occurring within a given time interval.

Tasks can be inserted into local queue of noddistributes into neighbour
nodes. Nodes are heterogeneous, so time to exafceseh task will be different on
different nodes. Furthermore, for each task willdeéined deadline for it execution.
This deadline is defined as below:

T, <TF

ti s
whereT,; is a real time of task executiofk; is deadline time for task execution.

Tasks may miss their deadlines. We introduced pemabdel to minimize
the loss. Each node has a level of trust (reputatii given node continuously
exceeded deadline, level of its trust is decreasing

Level of trust is defined as below:

nt
tr, = b

ng

where:

tr; is a level of trust,

nt is a number of completed tasks without exceed afiliiee,
ngG is a total number of tasks accepted by node.

Tasks in the local queue are scheduled by the digulbcal scheduling
algorithm which is described in the algorithm #1.

Algorithm #1

insert_place = plaee
/lcalculate the penalty if insert the job at insplace
penalty = calculate_penalty(insert_place);
for (place= from place-to place) {
penalty= calculate_penalty(plage
if(penalty< penalty{
penalty = penalty
insert_place = plage

}
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insert the job at insert_place

The approach is based on the fact that when dsjobserted, the relative
order of the jobs in the origin queue is often warged [15]. In this algorithm we
insert task into the queue and calculate penakl [6west penalty for the inserted
task is the best schedule.

4.2 Cooperating of nodes

Grid scheduler allocates tasks among nodes. Evede rcan be a grid
scheduler. This scheduler gain information fromghbbur nodes which contains:

- level of trust,

- length of local queue,

- types of resources,

- other parameters of node.

Algorithm #2

if (trust_level_nodas null) {
trust_level_node= 0.5;

divide_load_into_tasks(computational_Igad
while (get_task_from_queue is nufl)
task = get_task_from_queue;
task_parameters = get_parameters_of_task(task);
nodes[] = get_neighbour_nodes;
/* get the best node for task */
for (nodes[n}from n=0to n=max_node}
node_parameters = get_parameters_of_task(mijes[
calc_rate = set_rate(node_parameters,task_ptees))
if (rate < calc_rate)
chosen_node = nodes[n];
else
rate = calc_rate;

/* take a decision */

decision = play_game(chosen_node);

if (decision is cooperating)
send_task(chosen_node,task);
receive_results;

}else {
send_back_task_into_queug;

This information is used to choose node whichl Wié participate in
executing of tasks. Algorithm #2 shows scheme afenactions when user generates
computational load.

When computational load is generated by a us#riwa node it is divided
into tasks and placed into temporary queue. Sinicenhoment tasks are distributed
to nodes in neighbourhood. Scheduler is seekingafande which is the best for
chosen task. When a node is chosen, game is plalele have to take one of two
decisions: cooperation (accept of task) or defactiefuse of acceptance of task). If
it chooses cooperation, the task may be sent.dmotier case we need to repeat this
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procedure skipping this node. The trust at a noldietwaccepted and executed a task
is increased.
4.3 Taking of decision

Decision of acception or refusing an offer is tagkimhen a node is chosen by
node which has task to send. In this situation gadayed. Result of this game
partly depends on parameters of the node, suchuast level and a number of
exceeded of deadlines for tasks. Neverthelessidedis taken by strategy of node.
The strategy is represented by a binary strinp@iength 12 (Fig. 4.1).

letter anumber
i [ trust level 0 | trustlevel 1 | trustlevel 2 | trustlevel 3 of deadlines
tr; = nt; / ng 9 0-03]03-06]/06-09]|09-1.0 N 0
M| 13
tr; - level of trust (_Hf_Hf_Hf_H F >3
i nt -anumber of completed ! ! : ; ] :
| tasks without exceededof !N M Fi{N M FIN M FiN M F' <«— exceeded deadlines

i deadlne 1T T T T T T T T T U

i ng - total number of tasks §|A|A|R|A|R|R|A|A|A|A|A|R|<—'decision
i0 1 2 3 45 6 7 8 9 10 11

i accepted by node A: accept a task

R: refuse of
acceptance a task

Figure 4.1.Coding of the strategy

The strategy is coding decision which dependstlom trust level and
a number of exceeded deadlines. Trust level wasrides in section 4.1. The
second parameter describes deadlines which was@sddor a period of time. This
period defines a piece of historical informatioroabbusyness of node of local
queue. If a number of deadlines is zero, queueeor node can execute of tasks
from this queue without deadlines. In other casgencannot execute tasks without
deadlines.

Let's suppose that noddnas trust level equal 0.55 and a number of deasllin
exceeded in past time is 2 then we turn down a(sesk Fig. 4.1).

This strategy is chosen from population of styge created by evolutionary
algorithm. According to IPD under Random Pairing3][Inodes are chosen
randomly. Games can be played with known nodesé¢ighbourhood). After the
game payoff is calculated from the payoff table.

5 Conclusions

In this paper, we have proposed a new approacidlzasgame theory to the
task scheduling problem. In order to enforce coafp@em of nodes in grids we have
used IPD under Random Pairing. It seems that tbidetncan be a good solution for
task scheduling in heterogeneous and autonomotmsnsydike computational grids.
Currently the model is implemented and will be tubject of intensive study to
verify its main assumptions.
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