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Abstract. The article discusses the use of word sequendesticlassification. As opposed to n-
grams, word sequences are not of a fixed lengththeckfore allow the classifier to obtain
flexibility necessary to operate on documents ctdié from various sources. Presented classifier
is built upon the suffix tree structure which emablvord sequences to take part in classification
process. During classification, both single words donger sequences are taken into account
and have impact on the category assignment witheptsto their frequency and length. The
Suffix Tree Classifier and well known Naive Bayesa<3ifier are compared and their properties
are discussed. Obtained results show that incaipgravord sequences into text classification
can increase accuracy and reveal some interestiagons between maximal length of used
sequences and classifier's error rate.
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1 Introduction

The problem of automatic text processing gainedhrimportance in recent
years. This popularity is strongly correlated willevelopment of technologies
making knowledge encoded in natural language higtigilable in digital form.
Despite all advantages such technology requirextfe methods of automatic text
analysis in order to take full advantage of itsamies. Demand for such solutions
stimulates rapid development of text mining methadsvhich text classification
occupies special place.

Text representation is the main problem standimghe way of development
of text mining techniques. Well known methods sashthe vector space model [6]
result in loss of information originally encodedthvinatural language. Moreover
term-document matrix of document collections is tiydsrge and sparse and in case
of vector space model with global statistics susltf-&df [5] it needs to be rebuild
every time new document arrives. On the other hasidg grammars and other
Natural Language Processing usually makes impassibltake full advantage of
effective machine learning methods.

Classification based on the generalized suffie trepresentation integrates
machine learning techniques with approach to tke representation which carries
on the loss information more than the standard essmtation. Goal of the
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representation based on generalized suffix tre® isnprove the classification by
taking into account information about sequencewafds. Representation proposed
in this paper has ability to recover some additiofamowledge” (which is lost in the
vector space model) not excluding information atstatistics of words in document,
thereby having ability to explain how do the sedq@sn of words impact
classification accuracy. Suffix tree representatitso allows knowledge base to be
updated easily - without full rebuild - when newcdment arrives.

This paper is organized as follows: in section uffis tree structure is
introduced as an alternative for document represent and new algorithm using
word sequences is presented. Section 3 shows thdtsreobtained using the
algorithm. In section 4 conclusions are presented.

2 Suffix treeclassification

The vector space model and it's enhancemente/ifeih it comes to take into
account information about mutual position of terimgext. Additionally updating
term-document matrix requires full rebuild whenlfbstatistics of terms are used.
In this section a new method is proposed which esldrs these issues.

2.1 Suffix treestructure

Suffix tree structure is widely used for encodimgjgences, to mention only
data compression [2,3] or pattern matching e.gDMA sequences [1,8]. It is
structure which stores the information on everyfisubf encoded sequence. In
current form it was first presented in [8].

Suffix tree is defined as follows: denote a chamasequence of lengtt built
upon the alphabe® asx and denote terminal character ssuch that$ is not
included inQ. Suffix tree is structure which stores all suffixef the sequences.
Number of leaves in the tree is matches numbell stiffixes inx$ and equal®+1.
This property is guaranteed by the presence ofitadncharactef, which existence
is crucial in order to keep the structure correct.

Suffix tree can be easily generalized by buildingith multiple sequences. It is
only required that each one ends with unique texhtharacter. Number of leaves in
such tree is equal to the total length of all sagas. Amount of branches starting at the
root node corresponds to size of the alphabet tseteate the tree. An example of
generalized suffix tree is shown in figure 2.1 vehisvo sequences are encoded.

It is allowed to use any alphabet while creatindfis tree. In figure 2.2.
suffix tree is presented with sentences as seqeeand alphabet consisting of
words. As one can see, there are many branchesgtaom the root node — there
are as many branches as unique units in the alphahé&h can be large when it
consists of words.

Number of leaves in generalized structure is € lik case of the standard
suffix tree — proportional to the total length df sequences and - again - each
sequence must end with unique terminal unit. Fureddah property of suffix tree is
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its ability to search the entire structure for jmatar subsequence in time linearly
dependent on length of this sequence.

1: ASIAS,
2: ARIAS,

Figure 2.1. Generalized suffix tree

The suffix tree can be created with the algoriimoposed by Ukkonen [7]. It
has linear time complexity and allows to updatdistifee with new sequences once
the structure has been constructed. Detailed geiseri of the algorithm can be
found in [7], here it is only important to know theeveral tweaks can be made to
improve effectiveness of the original algorithm.

1: GET ON TOP
1: GET ON THE BUS

Figure 2.2. Suffix tree with words as elementary units of alpét
2.2 Suffix tree classification

Suffix trees built upon single characters wereaseused in the document
classification problems [4]. It performed bettemanhstandard text classification
algorithms used for comparison. However it shoudd daid that it was used in
specific problem where standard algorithms arelylikeo fail and results on
benchmark text collections were not presented.

The novelty of method proposed in this paper & ih uses words as the
indivisible unit of the alphabet in order to tak#o account sequences of words
rather than just single words. The advantage it wheaconsider more information
than simple statistics of words occurrence.

Proposed classifier is flexible in context of ecptey assignment. Once the
suffix tree is constructed it is possible to champeuments’ categories without
reconstruction of the entire structure. This iselby marking particular branch with
document's identifier while it is being added te 8tructure. Figure 2.3. shows the
suffix structure with two documents encoded. Eaembh of the tree is marked with
at least one identifier and edges encoding commons coincide with identifiers of
both documents.
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\ 1: GET ON TOP
n@ 2: GET ON THE BUS

Figure 2.3. Suffix tree with branches marked with documerdeanitifiers

The suffix tree is constructed only once for tlagtioular document collection
and there is one tree for all categories. Adding mlecuments to the suffix tree
requires only starting the algorithm with curremtusture and new document as
input.

Learning phase is finished once the suffix treeoisstructed and information
on documents linked with branches is stored. Iasifcation phase words sequences
from successive documents being classified anditigiexamples encoded in the
suffix tree are compared.

Classification of new document is done by repegafor each term in this
document search for the longest sequesashich starts with term being currently
processed and is enhanced while there is commaresegq in the suffix tree. Once
the longest sequence is found category scoringepktts. Beginning from the
longest sequence new reduced subsequences wilkntth from|g| to 1 are built .
Categories are then scored by functif{g,C) with respect to the length of
subsequence and number of documentsi-tti category connected t¢-th
subsequence:

1+‘d°“l]fs(\s\)
M +N,
where|d“| is number of documents of categdBycontaining sequence f(|g)) is
function which takes into account the length ofusete M is size of the alphabet
used to create the suffix tree structure &hds size of the alphabet from which
documents of-th category where derived. Functifyis]) was set to the sigmoid as it

performed better in experiments than other funsti¢eg. linear or other sigmoid
functions):

f(s.C)= 1)

(9 = @)

1+ _‘5‘+3
In order to take into account all found subseqasrand normalize result with
respect to the number of documents in each cateaperfnal score function is:

S(C,,d) = P(C)ﬁﬁ“dWN ) @

where V is number of words in document Similarity of this function to the
category probability estimate known from the bagesilassifier is not casual. First
reason to choose such form of the function wasltio a classifier similar to
bayesian classifier in order to clearly see theea@ff of adjustment of word
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sequences. Second issue was to put forward thangdanction which could enable
clear interpretation of influence of word sequenoe<lassifier's accuracy.
In the last stage of classification process agmate which maximizes the
score function (3) is chosen:
c(d) =argmax. s(C;, d) (4)

The influence of word sequences on the classifiacsuracy was examined and
conclusions derived are presented in the folloveiegtion.

3 Reaults

Experimental results were obtained using two diaation algorithms:
multinomial model of the Naive Bayes Classifier rgafter NBC) and the Suffix
Tree Classifier (hereafter STC). There were 2 wmetwn document collections
used in experiments Reuters-21578" and 20Newsgroups”. The first collection
consists of 21578 documents. Considerable partocfimients in this set doesn’t
contain category information. After removing thedecuments and additionally
articles which had empty body there were 7063 d@rumin the training and 2741
in the validation set left eventually. There wef¥? Icategories and each document
fell into at least one of these. Almost half of editegories were covering ho more
than 10 documents each and there were 2 categatigsh was describing
approximately 65% of data set. Overall there wed849documents with 12219
category labels where 1512 documents were descrilitad2 or more categories’
labels.

The second collection consisted of 19997 texts f2&@mews groups and each
group was considered individual category. Distiitnutof categories was practically
uniform — each was represented by approximatel Idfittuments. As there is no
standard split for the training and validation seisthis collection the cross-
validation (with same folds for both algorithms)suased.

3.2 Classification with word sequences

In order to evaluate influence of word sequencesclassification error
experiments were conducted on both document calest Figures 3.1. and 3.2.
shows classification error on Reuters and 20Newgtgets respectively with result
obtained using NBC as reference.

Classification error of the STC was evaluateddifferent maximal lengths of
sequence. Even for sequence of length 1 - singleste error on the STC is less than
corresponding error of NBC. Increasing maximal téngf sequence causes further
remission of error. One of reasons for the satomadif curve for longer sequences is
shape of sigmoid function used for scoring.

! http://iwww.daviddlewis.com/resources/testcollentibeuters21578/
2 http://people.csail.mit.edu/jrennie/20Newsgroups/
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Figure 3.1. Classification error (Reuters collection)

The saturation effect in case of linear functicaswebserved too and in addition
the classifier was giving worse results for shoeguences and classification
processes lasted longer (in case of sigmoid funa&arching for sequences can be
stopped when further lengthening of sequence doasge the score).
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Figure 3.2. Classification error (20Newsgroups collection)
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In case of 20Newsgroups collection increase otiemy while lengthening
length of sequence is not so well noticeable -otftd the saturation appears for
shorter sequences. However general shape of cemvaims the same and we can still
observe that classifier's error decreases for Iosgguences. Difference in STC and
NBC errors is much more remarkable for 20Newsgraagisas the classifier built
upon suffix tree gained result better by 4 percent.
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Figure 3.3. Number and length of sequence coinciding in sufée (Reuters)

Figures 3.1. and 3.2. show that classificatioruesy is a function of length
of maximal sequence. One of reasons for such oelasi shown in figures 3.3. and
3.4. where number of sequences of particular lefmihd while searching the tree
are presented. Fractional values of sequences nuimb20Newsgroups collection
are consequence of using cross-validation.
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Figure 3.4. Number and length of sequence coinciding in suffse (20Newsgroups)
Number of single terms coinciding in the tree ppmximately 10for both

Reuters and 20Newsgroups collections and this vedudecreasing for longer
sequences. However, it is still major — for seqeesiclength 6 number of sequences
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is still bigger than number of documents in tedteotion. It means that statistically
there is one sequence of length 6 in each testnaecuwhich is coincided in the
suffix tree (and respectively there are more cdiecce for shorter sequences).

It is important observation that number of 2-wsedjuences is only 10 times
smaller than number of single terms. It can be kwmled that sequences of particular
length are taken into account by the classifidloag as the occurrence frequency of
such sequences exceeds some threshold, which in explains effect of the
saturation of classifier’s error.

For 20Newsgroups collection - unlike the Reutez§ svhere number of
sequences of length greater than 70 was 1 - thermany common long sequences.
The reason is specific character of 20Newsgroupeatmn, where documents with
quotations of previous messages occur frequentlike AReuters collection some
correlation between error rate and number of sexpgenf particular length can be
noticed. Classifier's error curve saturates fohdaagth of sequence for which curve
presenting number of sequences loses its expohehéieacter.

3.3  Suffix tree pruning

Discussion on suffix tree properties showed howdastructures one have to
deal with while using it in classification tasks1 brder to counteract excessive
growth of the suffix tree structure pruning strategvas applied. Branches
representing sequences (or single terms) contdiyeldss than defined number of
documents where removed. Figure 3.5. shows howingustrategy influences
classifier's accuracy on Reuters collection.
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Figure 3.5. Classification error after pruning (Reuters cdiler)

Systenmy i technologie informacyjne



Text classification using word sequences 83

It is apparent that classifier's error increaseth whreshold for minimal
number of documents in the branch. In both cases en the NBC is bigger even
when branches with less than 3 documents are raindvigure 3.6. shows that
removing these branches gives tenfold reductiothefsuffix tree size (humber of
branches). Further pruning results in increaserafr eéate and gained reduction of
size is getting increasingly smaller.

Pruning the suffix tree for lower thresholds resitt small error increase with
large reduction of tree size at the same time. @asen of relation between size of
the tree and classifier's error suggests that inyncases single sequences decide on
category assigned to document being classifiedniRgubranches connected with
single document removes sequences occurring ircategory and apparently have
influence on assignments to this particular cld8498s means that in some cases
decision on which category to use while labelingutoent is based on similarity to
only one document.
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Figure 3.6. Size of the tree after pruning (Reuters collegtion

On the other hand nearly logarithmic charactethef relation shows that
many of removed branches don't have strong inflaemit the category assignment
thus belong to part of classifier's ,,knowledgéiicl is unused in the classification
task.

3.3  Multi-class problem

Documents in Reuters collection may fall into mdhan one category,
therefore experiments on multi-class categorizati@me conducted. Classification
problem was decomposed into n binary problems (fomeeach category) and
F-measure [9] was used to measure accuracy offeatien:
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pr
F(p,r)= ®)
(PN =
where p —precision - is fraction of correct positive classification &ll positive
classification and r fecall — is fraction of correct positive classificatioo &ll

correct classifications. Averaging of results framindependent classifiers can be
done using two different approachedcro-averaging or macro-averaging. In first
statistics are calculated over categories and tneraged. In second approach
statistics are calculated over classifier and ayexnta

Figure 3.7. shows how F-measure changes in fumctbé number of
categories. The F-measure is decreasing with isgrganumber of classes
considered in experiment. This is a consequencecofirrence of two categories
labeling about 65% of all documents in collecti@assifiers tends to assign one of
these two categories’ labels to all documents. fléonaining categories classifier
labels documents as not adhering to them. Addingthen category causes F-
measure to decrease as there is another clasauathents from this group will be
incorrectly classified as not belonging to it.
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Figure 3.7. F-measure for different number of categories
4 Conclusions

Obtained results show that incorporating word segas in classification
process have great positive influence on the acguof such system. This influence
is significant as the error rate of classifier dases several percent while
lengthening maximal sequence. Thus independentsrab in document assumed in
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naive bayesian classifier, although it often boostiectiveness, shouldn't be
overused as it is clearly untrue.

Beside accuracy improvement it is important to nitie relation between
length of sequences and accuracy - lengtheningeseguresults in increased
accuracy and relation saturates only for longeuseges. The breakdown where the
saturation appears means that length of sequera@rislated with both number of
documents and size of the alphabet used in suffix treation process. However it
should be mentioned that bias of size of the alphab linear time complexity is
noticeable especially in classification phase. Prirthe tree allowed to decrease
influence of size of the alphabet but also resultedcrease of error rate.

Structure of the suffix tree is easily extensililerefore new documents might
be added to the tree without full rebuild. It isge improvement over vector space
model representation which usually needs full rebof terms-documents matrix
(when global statistics are used, e.g. tf-idf). cAlsonnecting documents with
branches and not particular terms allows to easdformulate problem of
classification changing only the classes of documen
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