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Abstract. Credibility coefficients reflect similarity of obgts in respect to other ones in
information systems. For decision tables we canauedibility coefficients based on decision
rules. Knowledge discovery methods can extractsrdftem an information system. The

knowledge represented by the rules may be not ekaetto improper data. Calculation of
credibility coefficients is based on an assumptibat majority of data is correct and only
a minor part may be improper. The main purposesaigicredibility coefficients is to indicate

to which group a particular object probably belangsmain focus of the paper is set on an
algorithm of calculating credibility coefficientsyd a presentation how credibility coefficients
can be used. The algorithm of presented credilmbigfficients is based on decision rules, which
are generated using the rough set theory. Somerkenmm practical results of identifying

improper data by credibility coefficients are ineérin the paper as well.
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1 Introduction

Credibility coefficients [1] [2] [3] [4] [5] [6] vere invented to discover
objects, which do not match to the other ones farmation systems or decision
tables. A credibility coefficient is just a heurtstlly calculated value ranging from
0 to 1. The values closer to the lower bound sfantbw credibility and values near
to the upper bound represent high credibility. Wiele concept has been worked
out with an assumption that majority of data isreor and only minority of them
can be treated as improper or unusual. Calculatidnsredibility coefficients are
aimed to discover similarities between objects gisdlifferent approaches. The
ARES Rough Set Exploration System [3] [7] expldite rough set theory concepts
[8] [9] [10] for providing data analysis. A functiality of the ARES System covers
all phases of rough sets theory aimed to discogenides by choosing different
algorithms. A unique feature of the ARES Systenmisapability of evaluating
credibility coefficients for objects from decisicables. Some algorithms were
already published [1] [2] [3] [5] [6] and this paparesent results of calculations of
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one particular credibility coefficient (based oncdén rules) for a significantly
large decision table.

Although the ARES Rough Set Exploration System geaeral data analysis
tool, its primary destination was medicine [10] J[1th medicine and other natural
sciences exceptions to rules very often are mderdsting and inspiring than the
rules themselves. For instance, in medicine it ishallenge to identify a disease
even when the symptoms are not typical, when, iregd terms, a case does not fit
to the rules. A good physician can be distinguishgdis/her intuition in solving
exceptional cases. The goal of introducing creitibdoefficients was to provide an
automatic aid in expert systems for identifying eptional cases to draw a special
attention of specialists to these cases.

The paper comprises a very short description ofnoset theory to enable
expressing mathematical descriptions of credibitibefficients based on decision
rules. An intuitive description and explanationtbé algorithm is given as well.
Then follows chapters presenting an example ofiyadecision table, for which the
credibility coefficients were computed, and a pregdoof developing the algorithm.
Then potentials of ARES System are presented iexample with a significant
volume of data. The paper is completed with sommelesions and suggestions how
credibility coefficients can be applied in practice

2 Rough Set Concepts

The information systers can be defined &S = <U, Q, V, > whereU is a

finite set of objectsQ is a finite set of attributes/ = ¥ Vq andV, is a domain of
qQ
the attributeg andf: UxQ-V is a function thak(x, )7V, for everyx/ U, g/RQ.

An information system can be represented by atatihere rows correspond
to objects and columns correspond to attributeeryeell stores a value of the
given attribute for a particular object.

An information system is a decision table if the¢ of all attributes is split
into condition attributesC and decision attribute® (Q =C/D and CnD=/)).
Information systens = <U, CLD, V, f>is deterministic iffC - D; otherwise is non-
deterministic.

For further consideration we assume that numbedegision attributes is
limited to one. This restriction is often met iraptical data analysis tools and in the
ARES Rough Set Exploration System as well.

Elementary condition is a pair of attribute-val&ery object satisfies a set
of elementary conditions represented by cells &drination system (or decision
table). Set of all elementary conditions of objgadt is denoted akf(t).

Coverage of set of elementary conditions P (dehate(P)) in a given
information system is a set of objects satisfyilhg@nditions represented by P.

Support of set of elementary conditions P (denaegup(P) in a given
information system is a cardinality of s@®), which is a number of objects
satisfying all conditions represented by P. A de¢lementary conditions is called
frequent set if its support is greater (or greatgual) than a given value.
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3 Credibility Coefficients Based on Decision Rules
3.1 Notationsfor Algorithm

The following notation is used in describing thgalthm of calculating

credibility coefficients based on decision rules:

e W][] - vectorW, which index domain may be any set of data, iti@aear
for object tZDT, W[t] denotes value of vector element, which is
associated with object t (e.g. vectomints[], decCount[] CFSJ]),

« Inf(t) — set of elementary conditions based on valuesuafcessive
attributes of object t

e (X-Y).conf- confidence of rulX -Y

3.2 Algorithm

Input data:
« AR- set of decision rules
e DT - decision table
Output data:
e CR[] — vector of credibility coefficients for all objexc

1 counts[] =New counts[]

2 | &Gl _=New &I

3 |Forall (X -Y) LARDo

4 Forall t DT Do

5 If X [JInf(t) And Y [JInf(t) Then
6 counts[t] = countslt] +1
7 Gl = Gl + (X-Y).conf
8 |Forall t DT Do

9 Gilt] =1

10 If ( count[tf  <>0) Then

11 CGilt] = Gl — GR[t] [ counts[t]

For all rules the algorithm investigates all oltgeform the decision table
(lines 3-7). For objects, which satisfy an antecedd the analyzed rule and at the
same time have decision values different than #eisibn of the rule, an auxiliary
value of credibility coefficient (CR][t]) is increm&ed by a confidence of the rule
(not supported by the object) and a counter foiothject is incremented by one.

The last part of the algorithm (lines 8-11) seifidl values of the credibility
coefficients to maximum (1). If a counter of a parar object is not zero (it means,
there was at least one rule, which antecedent atadisd by the object and decision
values of the objects and the rule were differeahf value of the credibility
coefficient is decremented by the quotient of theilary value and the counter.

The idea of the algorithm is to punish such olgjeathich do not fit to the
rules of the system. The objects exposed by traithgn (by assigning lower values
of credibility coefficients) satisfy only antecedgrf rules (one or more), but have
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their decisions set not in accordance to the rdles. penalty to the maximal value
of the credibility coefficient is an average couficte of the violated rules.

3.3 Formulas

Formula for credibility coefficienCg [1] [2] for objectucU from a decision
tableTD = <U, C /7{d}, V, f> and set of rules AR can be presented as

1 for S(u)=¢
Crw={
1 Crlv)

|S(u)| for S(u) ¢

s(u):{ (X = Y)OARuO(X) O uD<{Y}>}

Cr(u)= D (X - Y)conf
(X =Y)OS(u)
where (X-Y).conf denotes confidence of rule-X

The idea of the algorithm is to discover such objects, wihichot fit to the
decision rules (emerging from the decision table). The ipgrobjects identified
by the algorithm (by assigning lower values of credibilityefficients) satisfy
antecedents of rules (one or more), but have their conseqiffersnd that these in
the rules. The penalty decreasing value of the credibility cosfti is an average
confidence of the violated rules.

The presented algorithm can be modified by applying onbsipte rules
(and not all rules). The modification of the algorithmuttssin a slight change in its
meaning. A specific feature of possible rules (but not cednés) is used in the
algorithm. If an object covers antecedent of the rule and ha¥éeeedt value of the
decision it means that there are some other objects which aseeimdble with this
one (from the point of view of the condition attributeasd have the decision equal
to the consequent of the rule. Such object is “differerghtbthers in respect to the
considered rules and this is the reason why its credibiigfficient is decremented
(by average confidence of the rules).

34 Example

Credibility coefficient based on decision rules can be fonrghiexample of
Six objects representing a group of patients (Table 1). Ttwadition attributes
(headache, myalgia and temperature) and one decision attribugg ¢feate the
original decision table. Values in cells of the decision tabtespresented in text
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form (for legibility) and corresponding integer numbeed by the ARES System
(number in parentheses). The decision table is augmenteddgdiumns with
values of credibility coefficients based on decision rules:

* Car denotes credibility coefficient evaluated from all rules,

* Cpr denotes credibility coefficient evaluated from possible rules.
Both coefficients were calculated using rules extracted withmnmaihsupport equal
to 33% and minimal confidence equal to 50%.

Table 1. Credibility coefficients based on decision rulesd set of patients

No. Headache Myalgia Temperature Flug Capr | Cer
1 No (0) Yes (1) High (0) Yes (1) 1.00 | 1.00
2 Yes (1) No (0) High (0) Yes (1)) 1.00 | 1.00
3 Yes (1) Yes (1) Very High (1) Yes (1] 1.00 | 1.00
4 No (0) Yes (1) Very High (1) Yes (1) 1.00 | 1.00
5 Yes (1) No (0) High (0) No (0)| 0-34 | 0.34
6 No (0) Yes (1) Normal (2) No (0) 0.31| 1.00

Only for objects 5 and 6 credibility coefficients are reducédlue of
credibility coefficientCpg for object 5 indicates that this is the only object foralhi
there is at least one possible rule, which has antecedent covetied bigject and
consequent different than decision of the object. In geneales of both
credibility coefficients result form a small number of rulpplacable to the objects.

The similar tests were performed for the following rule patans:

< Minimal support (in number of objects): {1, 2, 3}

< Minimal confidence (in %): {25, 50, 75, 100}

The results are presented in Table 2, which contains as welber of rules
applicable in each case. Every combination of two values of thygoguand the
confidence is labeled by a variant for further discussidhefesults.

For minimal support set to 3 (variants v3, v6 and v®ffacient CAR has
non-maximal value. There were no possible rules for these aaddwence values of
coefficient CPR were evaluated to 1. For minimal confidence eguaD0% all
rules were possible and certain, so no objects could be pdnish algorithm
evaluating the credibility coefficients. For minimal suppset to 75% (variants v7,
v8, v9) only object 6 has non-maximal value for coefficiefRCand all other
coefficient values are highest. For variants v1 and v4 objasd 5 get non-
maximal value. The better discrimination of objects in thesesca@haracterized by
small support and small confidence for rules involved) isezhlbyy more significant
number of the rules and then more precise evaluation ofodégetit.
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Table 2a. Series of credibility coefficients based on dewisiules with confidence values

equal to 25% and 50% for set of patients from Tdble

Conf. 25 50
Supp. 1 2 3 1 2 3
Var. vl v2 v3 v4 v5 v6
|AR| 34 7 1 29 7 1
IPR] 26 0 26 4 0
Coeff. | Gr | Cer | Car | Crr | Car | Crr | Car | Cpr | Car | Cpr | Car | Crr
1107|220 | 10|10 | 10|10} 10|10 | 10|10 | 1,010
2]105|05|10|20 | 10|10 05|05 | 10|10 | 10|10
% 3107|120 |10|20|10|10 ] 10|10 | 10|10 | 10|10
®/4]07(20 10|20 | 10|20 10|10 | 10|10 | 10|10
. 5]105|05|03|03|10|10 ] 05|05 |03|03 | 1010
6/03|120|03|20|03|10]03|10 (03|10 |03]|1,0

Table 2b. Series of credibility coefficients based on dexisiules with confidence values

equal to 75% and 100% for set of patients from @dbl

Conf. 75 100

Supp. 1 2 3 1 2
Var. v7 v8 v9 vi0| wvi1
IAR] 15 3 1 14| 2
IPR| 14 2 0 14 2
Coeff. Gr | Cpr| Car | Crr| Car | Cer ] Cer | Crr
1 101210 | 10| 10| 10| 1,0 1,0 1,0

" 2 101210 | 10| 10| 10| 1,0 1,0 1,0
S 3 10|10} 10| 10| 20|20} 20| 1,0
E 4 10|10} 10| 10| 20|20} 20| 1,0
5 10|10} 10| 10| 20|20} 20| 1,0

6 03(10(| 0310 0,3| 1,0 1,0 1,0

The next table (Table 3) presents the same series of creddubfficients when
object 5 was removed from the decision table. This objectndisaited the “worst”
one by relatively low values of credibility coefficients baseddecision rules. If it
is the exception to the rules we are curious how works the sdgorithm on data
without the exception.
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Table 3a. Series of credibility coefficients based on demisiules with confidence values
equal to 25% and 50% for set of patients from Tabhgthout object 5

Conf. 25 50
Supp. 1 2 3 1 2 3
Var. vl v2 v3 v4 v5 v6
|AR| 27 7 1 24 7 1
IPR| 21 0 21 4 0
Coeff. | Gr | Cpr | Car | Cpr | Car | Cpr | Car | Crr | Car | Cpr | Car | Crr
110710} 20| 10| 20|20} 1020 | 10| 20| 10| 1,0
wl2] 10|10 10| 20| 10| 10] 10| 10| 10| 10| 10| 1,0
é 30810} 10| 10| 10|20} 10f{20| 10| 120| 10| 1,0
g |4 o710 20(2120| 20|10} 20| 10]| 10| 10| 10| 1,0
6|03|/10| 03|10| 03|10} 03(10| 0,3|10| 03] 1,0

Table 3b. Series of credibility coefficients based on demisiules with confidence values
equal to 75% and 100% for set of patients from @dhblithout object 5

Conf. 75 100
Supp. 1 2 3 1 2
Var. v7 v8 v9 vi0| vil
IAR| 22 5 1 21 2
IPR| 21 4 0 21 2
Coeff. Gr | Crr| Car | Cor | Car | Crr | Crr | Cer
1 10| 1,0 10| 1,0 1,0 1,0 1,0 1,0
g 2 10| 1,0 10| 1,0 1,0 1,0 1,0 1,0
-% 3 10| 1,0 10| 1,0 1,0 1,0 1,0 1,0
e 4 i0(10| 10| 20| 10| 10| 10 | 1,0
6 03|10 03|10 | 03|10 1,0 | 1,0

For all variants, values of coefficientpfCare utmost, because the new
decision table (without object 5) is deterministic one, sawds are certain. For
variants v2-v9 coefficients &z have non-maximal values only for object 6, which is
the only one having decision different than the other ohjdedr variant v1 all
objects but object 2 have non-maximal value of credibility fcwent Cyz. The

objects were “punished” by rules generated from object 6 (ilnvtavl minimal
support is 1).
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3.5 Maodification of the Algorithm

The proposed algorithm for evaluating credibility coefficieb&ssed on
decision rules has a very important drawback. Initial vadfiethe credibility
coefficient for every object is set to one. Only such objetiish cover antecedents
of the rules can have their initial value of credibilityefficients modified (in
minus). Some objects may do not fit to any rules, because gét is limited by
values of minimal support and minimal confidence of thesuBSuch objects were
not involved in calculations, and pretended to be perfectly oppipte in the
decision table, which is obviously not true. The objecttvalcalled uncertain and
modification of the algorithm is aimed to point them out.

Let us have the modification of the algorithm presentethapter 3.2.

1 counts[] =New counts[]

2 | visited[] = New visited]]

3 [ GO =New G

4 Forall (X -Y)/JARDo

5 Forall t DT Do

6 If X [Inf(t) Then

7 visited[t] := TRUE

8 If Y [lInf(t) Then

9 countslt] = counts[t] +1
10 Gt =Gt +(X -Y).conf
11 | Forall t ZDTDo

12 If  visited[t] = TRUE Then

13 C "sIl =1

14 Else

15 C R[] =-1

16 If ( countlt] <>0)Then

17 C "Il =C "[t] - Gs[t] [ counts[]

More formally, the modified credibility coefficient™g for objectu/U from
decision tabld’D = (U, C/Ad}, V, f) and set of ruleAR can be expressed as below.

-1 for W(u)=¢
C,'\{‘(u): 1 for W(u)ze O S(u)=¢
_ Cr(u)
1 \S(u)\ for S(u)#e

wu)={ (x - Y)DAR: un(x) }
S(u)={ (X - Y)OAR: uD(X) O uO({Y}) }

Cr(u)= Z(X - Y)conf
(X - Y)0s(u)
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Value -1 is a special one for denoting the uncertain objectdods not
belong to the domain of the credibility coefficient and sedionly for objects for
which the algorithm cannot be properly applied. Such abjexty be interested as
a different kind of exceptions (in contradiction do exceipointed out by the
credibility coefficients.

Table 4 presents the impact of the modification on values efilility
coefficients evaluated with the same assumptions as for Tablée2.uncertain
object is denoted by “?* when the algorithm fails in classg the credibility of the
object.

Table 4a. Series of modified credibility coefficients basanldecision rules with confidence
values equal to 25% and 50% for set of patients ffable 1

Conf. 25 50
Supp. 1 2 3 1 2 3
Var. vl v2 v3 v4 v5 v6
|AR] 34 7 1 29 7 1
IPR| 26 0 26 0
Coeff. | Gr | Cor | Car | Cpr | Car | Cor | Car | Crr | Car | Crr | Car | Cer
10710 |10|120 | 10| ?2 | 10|20 | 10|20 | 10| ?
2]05|05 | 10|10 | ? ? lo5(05 | 10|10 | ? ?
% 3107|120 | 10|10 | 10| ? |10 |10 | 10|10 | 10| ?
Z%/4|07 (20 |210|10 (20| ? |10 |10 | 10|10 | 10| ?
. 5/05/05|03(03 | ? ? los5|05|03|03 | ? ?
60312003 ? (03| ? |03 |10 03| 2 |03]| ?

Table 4b. Series of modified credibility coefficients basmuldecision rules with confidence

values equal to 75% and 100% for set of patieots ffable 1

Conf. 75 100
Supp. 1 2 3 1 2
Var. v7 v8 v9 v10 vll
IAR| 15 3 1 14 2
IPR| 14 2 0 14 2
Coeff. Car | Cpr | Car Cer | Car | Cpr Crr Crr
1 10120 10| 2 | 10| ? 1,0 | 1,0
2 ? ? ? ? ? ? ? ?
7]
FAEE 1,0 10| 10| 20| 10| ? 1,0 | 1,0
E 4 10| 10| 10| 10| 10| ? 1,0 | 1,0
5 ? ? ? ? ? ? ? ?
6 03|10/ 03| 2 | 03| ? 1,0 | 1,0
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4  Applying the ARES System

The ARES Rough Set Exploration System is a versatile atzddysis tool.
Having an information system a user can decide to:

« calculate discernibility matrix,

« find reducts,

« find frequent sets,

e mine rules,

» calculate credibility coefficients.

The ARES System can analyze many information systemshaidfeatures
can be compared with one another. In this section potenfigle AARES System
associated with credibility coefficients based on decision ruéeprassented.

Credibility coefficients based on decision rules aseful only for such elements
of a decision system, which is non-deterministid @ do not have such data set with
large size. Most of data available in internet sesirfor classification testing are
composed from exactly definable sets defined byddwsion attributes and credibility
coefficients based on decision rules produce omtyvtalues for all objects form such
information system. The values are either 1.0 ofri@t applicable).

To present methodology of applying the credibility coédfits we prepared
the data set in an artificial way. We took a set of Letter InRgeognition Data
[13], which has 20000 records (objects) and 17 integer witsb Arbitrarily we
chose the first attribute as a decision one. In Fig. 1ptoperties of the initial
information system are presented. Number of rules generatedtlie system was
733 — minimal support for the rules was set to 200 ¢f%ll objects) and minimal
confidence was set to 50%. Then we got credibility coefficibated on decision
rules for all objects.

7 AHLS Houghtet Laphraiion Sysicm

auz
mone e

izl g | F
R lzsger
TG zdbIE Decfl: e

* Rinascr

ak

4 5 3

Figure 1. Properties of the initial version of informatioystem
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Then we arbitrarily decided to remove all objects which had laitieyli
coefficients less than 0.3 (the lowest value of the ciiggliboefficient was 0.2024).
There were 396 such objects, which is almost 2% of all abjdtte process of
object elimination is presented n Fig 2. After unchecKiogremove) a number of
objects a new information system is may be created comgistity of objects,
which remained checked. In general, it can be expected that amatifon system
without some improper data should be better- more intereatiogledge should be
available from such corrected system.

Properties of the information system without the “worstijects are
presented in Fig. 3. The average value of credibility coeffisiémireased very
slightly, but it can be a result of removing objects whke towest values of the
coefficients. The lowest value of the credibility coefficieimés decreased to 0.0665
— some objects became less credible in the final version offtvenation system.
Two qualitative indicators of the information systems wereryv slightly
incremented: approximation accuracy from 0.944 to 0.947 apuroximation
quality from 0.971 to 0.973. It is very difficult tosess these changes — the decision
table data are artificial. Anyway we can observe positive chaagese expected.
Probably the most interesting outcome of the experimenbeabserved in mining
rules. From the initial version of the decision table weé 83 rules (with no
possible or certain rules). Extracting the “improper” objeesilted in mining 723
rules with the same support (at least 200 objects) and eonfid(at least 50%).
Among the rules extracted from the final decision tableetlaee two certain rules.
This is a qualitative improvement of the knowledge discovbyettie system.

£ ARES RoughSet Exploration System BEE
File
— =
[ ARES workspaces Tl e A T LT e
¢ [C]Workspace 1
2118 Letters 1 (Sele..[ _[Obiekiyiainbutl [fatr...fatry.[[atry. [[atry. [[atr...atry.[[atry..[[atry..[atr. [ atry..[ [atry. [ atry..Fatry.[fatry. [[atry. [[atry. [[atr. |
Bumi E [ohiektnr 11779] 8 18 7 8 5 8 10 3 5 12 = 4 4 9 7 4 6 =
[} Rules Set 1 bl |[jobiektnr11780] |2 1 3 1 0 7 15 |1 4 7 1 |8 0 8 0 8 20
D Cresibility Goefficien : [ohiektnr 11781] k. 3 4 5 $ o a 2] B a b & 0 8 0 8 12
: [ohiekt nr 11783] 1 4 0 B 1] 7 7 4 4 7 B 8 0 8 0 8 q
[ e Leners 2 ¥ [biedtnri17a3 |6 (10 |5 |5 |3 s |8 |z |7 |1z |7 [s |2 10 |4 |4 |20
: [ohiekt nr 11784] 4 8 5 B 3 4 2] a B B B ] 2 8 4 4 7
: [ohiekt nr 11785] & B 8 4 4 9 5 3 5 a 4 7 8 6 2 8 43
: [ohigkt nr 11786] 4 B 6 4 3 4 8 7 8 a 10 10 3 9 1 8 21
[ [rowiewtnr117s7] |3 [z (3[4 |3 |7 [7 (6 7 |7 l6 le |2 [8 [p |8 [5 |=f
W] |lowiemtnr11788] |6 (12 (6 (6 |4 |6 [0 [z 4 |12 (6 |4 (3 (11 [5 |6 |16 ||
W |rowiestnrit7egl |1 (3 (2 (3 |1 (s [7 [z |5 Jwofs |r [z [8 [3 |s |2
W |rowiestnrit7on] |2 (3 (2 [z |z 6 |7 [+ 4 Ja [s |7 [z [z (4 |3 [18
W |rowiemtnr1t7ot] |7 (11 (7 (6 |4 [a 9 (s |3 |11 [s 4 4 11 (6 |5 |18
W [rowiemtnr1179z] |3 [s (s (4 |3 Ja 7 [+ |5 10 4 J6 [3 [z T[4 |10 |18
W |lowiemtnr11793 |4 [11 (6 [8 |3 |7 [15 [1 6 |7 f11 |8 [0 [8 [0 |8 |20 |
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Figure 2. Removing (unchecking) objects with low values idibility coefficients
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Figure 3. Properties of the final version information system

In this example it is very difficult to draw conclusgifrom the presented
experiments. We do have no idea about meaning of the datar, suespretation of
the obtained results is very shallow. only the methodotufggpplying credibility
coefficients was shown. A number of similar steps can beeed.

The other application of the credibility coefficients is idiécdtion of objects
requiring a special examination. It may be interesting, wie/ objects are not
typical (in comparison with other known objects). This tésisically relies on
interpretation of data and requires an expert experience.

The experiment of processing the decision table consistig§aP0 objects
and 17 attributes took several minutes (above 4). Thgekintime was spent on
mining rules. Time of generating approximation summary caidulating values of
credibility coefficients was counted in seconds. User-frieiaily intuitive interface
makes the ARES System an interesting tool to be usedfarathalysis.

5 Conclusions

Rough set theory can be applied in knowledge discovery. Cligdibi
coefficients can extend this approach by identifying exceptionghé rules.
Probably more accurate knowledge can be detected if improper data aredem
from it. In evaluating credibility coefficients we sholbkentify a credible majority
of data and a small portion of exceptions. In practice, objedaigcision table are
sorted according to their credibility coefficients. An arbitramall part of objects
(with the lowest credibility) can be possibly unusual. Tlean be deleted to
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improve the quality of the credible data or can be inspectedeasgabkpases — both
approaches are attractive for research and can find many reasonaickgiapp!

The methodology of utilization credibility coefficients régs a lot of
further experience and only practical results can confirm whethedibility
coefficients are useful in data analysis. We do believe thatlkdge includes rules
and exceptions and the latter ones should not be neglected.

The ARES Rough Set Exploration System can be applied #byzan
relatively large information systems using rough set themmcept. Credibility
coefficients introduce a new quality to data analysis. The idearedibility
coefficients is a general one. The concept of classifying thebgatame measures
of credibility or typicality may be exploited in many difent data analyzing tools,
expert systems, knowledge acquisition systems and otf@mation processing
systems, where revealing exceptional data can be significahteast useful.
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