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Abstract. The paper contains the results of research on the impact of the number of factors used to build 
the Day-Ahead Market model at Polish Power Exchange S.A. Five models with a different number of 
factors influencing the model were tested. To test the quality of models according to the adopted 
evaluation criteria, i.e., mean square error and the coefficient of determination for the weighted average 
prices sold in a given hour of the day, the influence of weather factors, socio-economic factors and energy 
demand were adopted. The results obtained from the analysis show a relatively high correctness of the 
simplest of the adopted models, which differs slightly from the best model. 
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 Introduction 

Modelling, with the use of mathematical methods, of specific real systems functioning in a 
given field of economic life, etc., usually causes many problems related to the selection of 
factors that have a fundamental impact on its functioning. The essence of modelling is a 
generalization and simplification of the real system due to the computational capabilities, access 
to valued data or the level of knowledge or cognitive capabilities of the mechanisms of the real 
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system itself. In the case of the Day-Ahead Market (DAM) operating since mid-2002 on ‘Polish 
Power Exchange S.A.’ possess a similar nature. 

The purpose of this article is to investigate the impact of the above-mentioned factors on 
the DAM system model and determination of the minimum number of parameters for which 
the DAM system model is possible to build. 

MATLAB environment was used as a tool to carry out the above-mentioned research. The 
criteria used for evaluating examining models are mean square error (MSE) and the coefficient 
of determination R2. 

After analysing the functioning of the DAM system, some economic conditions were 
selected that have a large impact on the economic situation and, consequently, the demand for 
energy, which in turn affects the price, the following factors were selected: the level of inflation, 
the amount of debt, the balance of state expenditure and the money supply. The next group of 
factors analysed were environmental factors such as temperature, air humidity, cloud cover and 
wind force. 

 Methodology of the study 

The process of selecting factors for model construction is the subject of many studies, e.g. 
[3] where multi-variational models were focused, in order to estimate the number of significant 
factors. A methodology for estimating the number of factors was proposed, using the adopted 
criteria of convergence, in order to estimate them, or a comprehensive statistical analysis of 
classification issues, correlation between selected factors, representativeness of the examined 
data set, etc. [17]. The aim of this paper is not a methodological analysis of the construction of 
the model, but only, on the basis of the developed methods, to determine the number of factors 
needed for the construction of the model of the Day-Ahead Market on the Polish Power 
Exchange S.A. 

The process of selecting the number of criteria consists in selecting them in such a way that 
they are independent of each other, i.e., that there is no correlation between them. The natural 
direction of the search is to minimize the number of factors sufficient to build the model. When 
building a model, it is necessary to select an appropriate number of non-dependent factors, 
where:    

1) too few factors cause the model to be undefined, it is usually over fitted, 
2) too small number of factors causes that the models are usually less precise, 
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3) with a well-chosen number of factors, the models maintain a balance between the 
ability to generalize knowledge and its accuracy.  

An important factor, in addition to linear independence, is also the weight of the influence 
of a given factor on the model. 

 Description of the modelled system 

Day-ahead market modelling using both different versions of ANN [1, 12, 20] as well as 
other modelling methods [5, 8, 9, 10, 11, 13] is not a new issue and has been descripted in many 
papers. They referred both to finding the better model than the previous ones for classic power 
plants as well as for photovoltaic or wind farms. In the paper [18] the ANN model was proposed 
with the use of a correction factor which is temperature as a factor determining energy 
consumption. According to the authors, this allows for taking into account short-term changes 
in demand in the market model. Another proposal is presented in the paper [6], where an attempt 
was made to find sensitive parameters, and then reduce the number of factors for ANN. In turn, 
the article [16] gives a way to look for an improvement in the market model in the form of ANN 
by modifying the model using the method of backward propagation of error in order to make it 
resistant to unusual, extreme and boundary data. 

An important issue in each of the cited papers is the selection of the number of factors 
modelling the system. This paper focuses on the analysis of the impact of their number on the 
quality of the obtained model. 

 Factors subject to examination 

In each case, the basis for constructing the model is the knowledge of the factors affecting 
the subject being studied. Selecting factors is a process that requires detailed analysis and 
knowledge of the nature of a given phenomenon. There is also a need to parameterize or 
estimate them so that the impact of a given factor on the behaviour of the object of analysis can 
be quantitatively estimated. An important issue is also the appropriate selection of the learning 
data set so that it is representative, eliminating the so-called disturbances at the stage of initial 
analyst [14]. In the case of DAM, the factors affecting both price and power demand partly 
overlap and partly different as a result of market play. Nevertheless, it can be assumed that, in 
addition to factors affecting only price or volume, there are such factors as, for example, 
temperature, which are reflected in both price and volume of electricity demand, which, due to 
the main purpose of this dissertation, is not the subject of a deeper analysis. Nevertheless, an 
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Ishikawa diagram was developed, which presents selected factors of influence on demand and 
volume and price (Fig. 1, 2). 

 

Figure 1. Diagram of the influence of factors on the volume of electricity demand. Source: own 
study based on [7]. 

 

 

Figure 2. Diagram of various influences of factors on price. Source: own study based on [7]. 

 

Examining the impact of all the above-mentioned factors creates technical difficulties both 
in the terms of their parameterization and availability. For the purposes of this paper, the focus 
was on two main factors, i.e., economic and weather. 

For the purposes of the experiment, five models were built: 

1) containing one factor, energy demand, (Fig. 3), 
2) containing all factors, 
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3) containing economic factors, 
4) containing weather factors, 
5) containing weather factors and selected economic factors (Fig. 4). 

A diagram of two selected models is presented below.  

 

Figure3. Model that takes into account only energy demand and price as the output of the model. 
Source: own study. 

 

 

Figure 4. Model that includes weather, economic, demand and price factors as the model output. 
Source: own study. 
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 Description of the research 

The time intervals were selected for the period corresponding to the previously tested 
models in order to compare the quality of the obtained model with those obtained previously. 
Due to the fact that most of the data was obtained in the daily system and the demand data is in 
the hourly system, the data from a given day was treated as data for each of the 24 hours. The 
average hourly demand on a given day was taken as a starting point. Average values are taken 
due to the fact that the input data is also on a daily basis.  

Data not normalized due to their different values, e.g. degrees Celsius or wind speed, have 
been normalized. The normalization method was the quotient of a given quantity by the sum of 
these quantities in a given period, in this case 181 days. Choosing a learning method 

The choice of learning method was adopted according to the accepted methodology shown 
in the paper  [14-15, 19]  and  it came down to the following steps: 

1) designing the ANN architecture, in this case using the feedforwardnet (hiddenSizes, 
trainFcn) functions, 

2) selection of the neuron activation function for individual layers, in this case the functions 
were respectively: for the first layer of neurons - tansig and for the second layer of 
neurons – purelin, 

3) selection of ANN learning parameters, i.e. division of the input and output data set into 
training, testing and validation data and the method of initialization of the initial weight 
and bias values, 

4) the evaluation function in the learning process was the Mean Squad Error (MSE), an 
additional evaluation index (but not during the learning process) of the model was the 
coefficient of determination R2, 

5) each of the five models was taught the DAM system twenty times, i.e., the selected 
model was taught twenty times (with the appropriate set of data), 

6) experiments. 

The first experiment was the simplest possible model, implemented, among others, in the 
paper [14-15, 19], with a one factor, i.e., energy demand, the ideological scheme is shown in 
Fig.  3. The second experiment was model taking into account weather and economic factors, 
energy demand and price as the output of the model, the diagram is shown in Fig.  4. 

Subsequent experiments, i.e.: 

1) containing only economic factors, 



STUDIA INFORMATICA 
Nr 1-2 (24)       Systems and information technology                   2020 

2) containing only weather factors, 
3) containing weather factors and selected economic factors.  

All experiments were carried out according to the same method described in point 5.1, the 
selected results and the course of MSE and R2 values for all experiments are presented in graphs. 

Table 1. Selected MSE results for model No. 1 and No. 2. Source: own study. 
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Figure 5. Comparison of MSE waveform values for all models. The designations x-axis - ordinal 
value of subsequent attempts to train the model, oy - MSE value for a given sample. Source: own study in 

the environment of MATLAB [4]. 
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Table 2. Selected R2 results for model No. 1 and No. 2. Source: own study. 
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Figure 6. Comparison of mileage values  R2  for all  models. The designations of the axis x- the 
ordinal value of subsequent attempts to train the model, axis y - the value of R2  for a given sample. 

Source: own study in the environment of MATLAB [4]. 

 Conclusions 

As can be seen the mean values of the MSE index for: 

1) containing one factor, i.e., demand, is - 2.691*10-5, 
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2) containing all factors, i.e., energy demand, economic factors such as the level of 
inflation, the amount of debt, the balance of state expenditure, money supply and 
environmental factors such as temperature, air humidity, cloud cover and wind force, 
it is - 2,200 * 10- 5, 

3) including economic factors, it is - 5.344 * 10-5, 
4) containing weather factors, it is - 5.018 * 10-5, 
5) containing weather factors and selected economic factors, i.e., the balance of state 

expenditure, amounts to - 1.909 * 10-5. 

The coefficient of determination R2 is: 

1) containing one factor, i.e., demand, amounts to - 0.789, 
2) containing all factors, i.e., energy demand, economic factors such as the level of 

inflation, the amount of debt, the balance of state expenditure, money supply and 
environmental factors such as temperature, air humidity, cloud cover and wind force, 
it amounts to - 0.832, 

3) including economic factors, is - 0.493, 
4) containing weather factors, amounts to - 0.538, 
5) containing weather and selected economic factors, i.e., the balance of state 

expenditure, amounts to - 0.856. 

As can be seen, both MSE and R2 values are better for models 5, 3, 1 and weaker for models 
2 and 4. An important observation may be the result of model 5, containing selected factors, the 
mean values of which are better than model 2, containing all analysed factors, which shows that 
an increase in the number of factors modelling a given system does not necessarily improve its 
model. 

The results of model 1 are also interesting from the implementation point of view, which 
indicate that in this case the simplest model based only on energy demand relatively correctly 
reflects the operation of the system, which in this case is the Day-Ahead Market. 
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