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Abstract. Nowadays, identification and neural methods are used more and more often in modeling IT 
forecasting systems in addition to analytical methods. Six characteristic models used to forecast the Day-
Ahead Market system functioning as a transaction management system at the Polish Power Exchange 
(POLPX) and the Nord Pool Spot market have been selected for comparative analysis. The research was 
preceded by a detailed discussion of modern criteria used to assess the quality of model fitting to the 
system, namely: effectiveness, efficiency, and robustness. In the literature, there are two main groups of 
system modeling methods, namely time series modeling methods and identification modeling methods, 
including neural modeling methods. Modeling usually results in such models as parametric models and 
artificial neural networks learned neural models of the Day-Ahead Market, as well as time series models, 
among others. In the comparative analysis, special attention was paid to the accuracy of the obtained 
models concerning the system. It has been pointed out that the studied solutions used to measure the 
accuracy of modeling criteria such as accuracy of fit or efficiency, and did not use the modeling 
efficiency, which is very important in IT forecasting systems for such large markets as the Day-Ahead 
Market of POLPX. The search for the best market models, including identification models of the Day-
Ahead Market operation that can be used in electricity price forecasting is a very important issue both 
from the point of view of algorithmic solutions and economical solutions. 

Keywords. Artificial Neural Network, Business Intelligence, Day Ahead Market,  Identification 
Methods, Information System in Management, Parametrical Models, Polish Energy Market 
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 Introduction 

In the process of system testing, the system model, including the Day-Ahead Market (DAM) 
system model as a management system, which operates at the Polish Power Exchange 
(POLPX), is increasingly used. (TGE S.A.) [31], conducting research experiments on it instead 
of conducting them on the real system. The primary reasons for using the model rather than the 
system include the rationale of looking for cost reduction or obtaining research results in 
situations that are impossible to perform on the real system [21-23]. 

Nowadays, there are many modeling methods that can be used, including analytical 
modeling methods, identification modeling methods, as well as modeling methods using 
artificial neural networks (neural modeling methods), and time series modeling methods. 
Moreover, there should be underlined that up to now most widely used is the fourth group of 
methods, the so-called analytical modeling methods, which are methods that use the laws that 
govern systems, physical laws, economic laws, biological laws, etc. [23].  

Unfortunately, it is not always possible to describe a system with a model constructed using 
analytical models, especially in the conditions of designing and implementing not only a 
numerical database but also a document database [2, 23].  

This was the reason for the search for new methods possible on the basis of data that can be 
measured in an active or passive experiment conducted on a real system such as the Day-Ahead 
Market system. On this basis, over time a new group of modeling methods emerged, which 
were called identification modeling methods (or simply the identification of systems, processes, 
objects) [21-23]. 

Nowadays, in addition, the third group of modeling methods called neural modeling is used, 
which are created using artificial neural networks taught to the system model (so-called neural 
methods) [21-25]. 

Thus, following the work [23], the above-mentioned three basic groups of system modeling 
methods are distinguished, namely: analytical modeling, identification modeling (identification 
of systems, processes, objects, etc.), and neural modeling (design of artificial neural networks). 

From the point of view of the obtained results, which are the models of DAM systems, 
identification of systems is a branch of modeling of systems, including dynamic systems, in 
which the system model is created based on knowledge of experimental data, whereas, among 
others, in the work [21] identification of systems is included as a branch of modeling of dynamic 
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systems distinguishing two ways of construction of system models: mathematical modeling as 
an analytical approach and identification of systems as an experimental approach. 

Identification modeling is used when analytical modeling is not feasible or the resulting 
models are too complex [21-23]. In the case of searching for a model of the Day-Ahead Market 
system as a management system operating at the POLPX, the accepted way to obtain a model 
of the system is through various parametric identification methods, using methods such as ar, 
arx, armax, arima [4, 21] and even this type such as GARCH [29]. 

Therefore, searching for the best market models, including identification models of the Day-
Ahead Market operation which can be used in electricity price forecasting is a very important 
issue both from the point of view of algorithmic solutions and economical solutions. However, 
this requires the development of a new criterion which is the criterion of robustness that 
combines a specific balance between effectiveness and efficiency.  

For the reasons mentioned above, this paper pays particular attention to the discussion of 
the essence of the solidity criterion and its relations with the effectiveness and efficiency criteria 
as well as to the concept of resources, which in the case of the Day-Ahead Market system are 
the resources of electricity delivered for sale.  

Moreover, the literature review shows that the solidity criterion is not used in the evaluation 
of the Day-Ahead Market system models used for forecasting. 

 Effectiveness and efficiency criteria in systems modeling 

2.1. Effectiveness models  

On the one hand, the literature lacks generally accepted criteria for measuring the degree of 
model-system fit, such as the criterion of systems effectiveness, among others.  Nevertheless, 
on the other hand, the following models are distinguished [9, 23-25]: 

− system-resource model, which should focus on the extent to which the management 
system is able to provide and influence the DAM management system with the needed 
resources, which in the considered experiment is the volume of electricity delivered for sale in 
particular hours of the day, 

− a model concerning the internal organization of the management system, i.e. it's 
functioning from the point of view of internal processes, which takes into account internal 
organization subsystem, management subsystem, and executive subsystem, of which the DAM 
TGE S.A. system is composed as a management system, 
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− system-target model, which concentrates on the degree, to which the DAM system of 
the POLPX will achieve the assumed goals, and so it will achieve the result in form of 
appropriate average price weighted by volume of electricity delivered and sold on the DAM in 
each separate hour of the day. 

Each of the previously mentioned models focuses on different aspects of the operation of 
the management system, with the appropriate approach for the system models identified in this 
thesis being the solution of the objective approach, which focuses basically on the outcome, 
that is, the volume-weighted average electricity price achieved. 

In doing so, it is assumed that there is a close relationship between efficiency and 
effectiveness in any model of the DAM system, e.g., as shown behind the work [9, 25] in 
Fig. 1. 

 
Figure 1. Effectiveness is the relationship between efficiency and system resources, that is, 

information on the volume of electricity delivered and sold in each hour of the day [MWh]. Source: [9, 
25]. 

2.2. DAM system performance model  

It has been assumed that we are dealing with the realization effectiveness of the system [23] 
reduced, following the work of K. Halicka [7] to the ratio of the effect, which is the average 
volume-weighted price of delivered and sold electricity, obtained separately at each hour of the 
day on a given day, retrieved from the DAM system model concerning the corresponding 
average electricity price obtained from the DAM system of the POLPX, expressed as follows: 

 Γ୫ୱ(K, t) = ୈ୊ౣ(୏,஘,୲)ୈ୊౩(୏,஘,୲) ,                                                    (1) 

where: 

DFm(K,θ,t) – modelling result as an average price obtained in given hour of the day for 
delivered and sold electricity obtained from the DAM management system model, 
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DFs(K,θ,t) – assumed target, that is average price obtained during given hour of the day for 
electricity delivered and sold, obtained during the quotation process by the right of real 
transactions entered into on the DAM as the management system. 

In such an approach the modeling effectiveness is reduced to the degree of the approach of 
the output from the model to the output from the DAM management system, and so - in the 
experiment under consideration - to the average price quoted at a given hour of the day on 
a given day, and so the effectiveness is such thing, what is specified degree and precision leads 
to the effect intended as the goal, that is the measure of effectiveness is the degree and precision 
of approaching the goal, what finally means that in this criterion the cost of functioning of the 
DAM management system is not taken into consideration, but the predictable effects obtained 
from the management system model.  

In the considered Day-Ahead Market system of POLPX, there is the realization 
effectiveness indicator, called also the technological (e.g. power) effectiveness indicator, which 
can be written after Robert Staniszewski [21] as a quotient of DFs(K,θ,t) and IFs(K,θ,t) 
functions, which determines technical and economic effectiveness of the process of operation 
and development of the DAM management system [MWh/PLN] in the following form [23]: 

 

t)θ,(K,IF
t)θ,(K,DFt)θ,(K,Λ

s

s
s = ,                                                    (2) 

where: 

DFs(K,θ,t) – output variable as a stream of decision-making potential (decision-making 
input utility function) expressed as a volume-weighted average price for delivered and sold on 
the DAM on a given day (θ) in a given hour of the day (t), characterizing the effort function of 
the DAM system as a management system, representing the economic side of the process of 
DAM operation and development [PLN/MWh], 

IFs(K,θ,t) – the input variable as a stream of information potential of the management 
system collateral type: information income characterizing the management process from the 
technical point of view and determining in the informative way the technical (energetic) value 
of functioning and development of the DAM management system, that is delivered and sold on 
given day (θ) and in given hour of the day (t) electricity [MWh]. 

The notion of execution efficiency, recognized also as technological (e.g. power) efficiency 
of operations and development of the DAM management system of the POLPX, despite many 
definitions of the very notion of efficiency in the literature of the subject, has not lived to see 
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an unambiguous definition in the theory of systems, including in the scope of management 
issues. One of its definitions has been proposed in the work of J. Tchórzewski [23] as 
technological (energy) effectiveness, the concept of which has been used to define the 
technological effectiveness of the DAM system as a management system.  

Thus, it has been further assumed that technological effectiveness is a ratio of a measured 
effect (achieved value of the volume-weighted average price obtained for electricity delivered 
and sold in a given hour of the day) to a measured input, i.e. delivered and sold ee to consumers 
as incurred by the DAM management system (output from the DAM system model) [23]. 

2.3. Concepts of efficiency, effectiveness and cohesiveness 

Besides the notion of effectiveness introduced in item 2.2. it is also possible to speak about 
execution effectiveness during the whole period of the experiment being tested, that is about 
the ratio of the difference between the value obtained from the ee volume sold in a given hour 
of the day on the last day of the tested period (average price times the volume) and in a given 
hour of the day on the first day of the tested period in relation to the inputs, that is in relation to 
the delivered and sold ee volume during the aforementioned period of the experiment conducted 
on the DAM.  

Because of the accepted settlements on the DAM, the electricity sold is the electricity 
delivered for sale. Therefore the statement that firstly the effectiveness of realization of the 
obtained model should be researched in relation to the system as the function of resources, 
which in the considered case is the information about electricity delivered and sold at each hour 
of the day, and then the effectiveness of realization of the management system, which - after 
determination of the DFs variable from formula (1) and after substitution into formula (2) can 
be reduced to the following form [25]: 

.
t)θ,(K,IF
t)θ,(K,DF

t)θ,(K,Γ
1t)θ,(K,Λ

s

m

ms
s ⋅=                                         (3) 

Thus, in the case of an increase in the volume of electricity delivered in a given hour of the 
day in the DAM, and thus in the case of an increase in the value resulting from the variable 
IFs(K,θ,t), maintaining the weighted average price for electricity delivered and sold in the DAM 
(DFs(K,θ,t) = const) is associated with a decrease in realization efficiency under the assumption 
that the realization efficiency of the model to the DAM system is kept constant, i.e. 

constt)θ,(K,Γms = .  
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At the same time, it should be pointed out that the execution effectiveness is highly 
dependent on the management system models, and therefore modeling of those systems is 
extremely important in case of conducting transactions on the DAM [7, 25].  

Assuming further that: 

 
,t)(K,ΙF
θ,t)(ΚDFΓΛ

s

m
mss θ

,= ,                                                       (4) 

shall be obtained: 

),,( tKIFΓΛDF smssm θ= ,                                                 (5) 

and denoting that:  

mssms ΓΛ=Ξ                                                            (6) 

is cohesiveness in the sense of a specific balance between efficiency and effectiveness [24], 
one can obtain a catalog of runs of the solidification index as a function of information about 
the volume of electricity delivered and sold in the DAM IFs(K,θ,t) for different values of the 
decision DFm(K,θ,t) expressed as a volume-weighted average of the price of electricity 
delivered and sold in individual hours of the day. 

Thus, ultimately, the cohesiveness index (shorter: cohesiveness) can be expressed as 
follows after the work [25]: 

),,(
),,(

),,(
),,(

),,(
),,(

tKIF
tKDF

tKDF
tKDF

tKIF
tKDF

s

m

s

m

s

s
mssms θ

θ
θ
θ

θ
θ =⋅=ΓΛ=Ξ ,                          (7) 

and so as the ratio of the average price decision, obtained on the grounds of the model, 
weighted by the volume of electricity delivered and sold on the DAM TGE S.A. during each 
hour of the day regarding the information about the volume of electricity delivered and sold 
during each hour of the day, recorded in the actual management system on the DAM TGE S.A. 
or - in case of price forecast - the forecast price. 

 Comparison of selected price forecasting methods 

For the comparative study of the Day-Ahead Market system models, there has been made 
a purposeful selection of six works which are the most adequate to the essence of the 
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investigated issue of the DAM system modeling, chosen from the available and not very rich 
literature on the subject [1, 4, 5-8, 11-15, 18-20, 27-28, 30].  

In the comparative studies, the criteria cited in sections 2 and 3 were used, first of all, that 
is, the criteria of efficiency, effectiveness, and robustness, in addition to the general criterion of 
model fit to real data or the system. The results are summarized in Table 1 [6-7, 19-20, 30].  

The comparative analysis of the six modeled systems (Day-Ahead Market and the Nord 
Pool Spot) shows, among other things, that the modeling is characterized by the following 
regularities:   

1) there are two main groups of modeling methods, one using time series of prices, that is: 
multiplicative Holt-Winters model developed by J. Ejdys, K. Halicka and J. Godlewska [6], 
Winters, Holt and creeping trend models with harmonic weights proposed by T. Poplawski 
and M. Wężgowiec [18], models, among others: SARIMA, SARIMA and GARCH 
proposed by S. Voronin [30], and the second using identification modeling, including neural 
modeling, that is, obtained neural models based on Perceptron Artificial Neural Network 
with different number of input neurons proposed by K. Halicka [7] and D. Rucinski [19-
20], 

2) different length and detail of data used in modeling is assumed, including time measured in 
hours, days, weeks (full or excluding weekends and holidays), etc. [6-7, 18-20, 30] due to 
the need for the modeling to take into account the relationship between the length of the 
study period and the forecasting period, 

3) the length and detail of data used in modeling is assumed to vary, including time measured 
in hours, days, weeks (full or excluding weekends and holidays), etc. [6-7, 18-20, 30], 

4) different forecasting horizons (in hours) are assumed, including day, week, month [6-7, 18-
20, 30], 

5) the metrics used to measure the fit of the model to the system (to real data): fit accuracy 
(quality) and effectiveness [6-7, 18-20, 30], 

6) the forecasting errors obtained, including Mean Error (ME), Mean Absolute Error (MAE), 
Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), Median 
Absolute Percentage Error (MdAPE), 

7) modeling support environment used: Statistica, MATLAB, and Simulink as well as custom 
programs used in modeling, etc. 

Thus, from the point of view of the modeling method used, various types of models of the 
POLPX Day Ahead Market system were obtained, including among others:  
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− forecasting models obtained on the basis of time series concerning prices quoted on the 
DAM [3, 6, 18], 

− identification modeling models, including neural modeling, obtained on the grounds of 
different input and output quantities, both concerning prices as well as the volume of electricity 
delivered and sold on the DAM, and also other factors (especially those used as input 
quantities), including economic, climatic, etc. [6-7, 18-20, 30]. 

As far as the selection of the Artificial Neural Network type (ANN) and the length of the 
modeled period are concerned, the relevant research has been carried out by D. Ruciński, who 
in his works [19-20] has presented the results of neural modeling of the Day-Ahead Market 
system of the Polish Power Exchange (POLPX) using the numerical data concerning the fixed 
time intervals from one month, through the quarter and half-year period to annual and multi-
year periods and the whole period of POLPX S.A. functioning (years 2002-2020).  

The neural modeling of the Day-Ahead Market has been carried out based on three models 
of artificial neural networks, i.e: Perceptron Artificial Neural Network (so-called Multi-Layer 
Perceptron), Recurrent ANN, and Radial ANN. As a result of neural modeling, 1,191 DAM 
models were obtained and evaluated according to the criterion of least error MSE and according 
to the determination index R2 [19-20]. 

It turned out that the best neural model of the Day-Ahead Market that can be used in 
forecasting studies is the Perceptron Artificial Neural Network, and the best neural modeling 
ranges in terms of value and variability were time intervals close to mid-year for the Perceptron 
ANN, in which the MSE error ranged from 0.006723 to 0.001065 and was slightly smaller for 
the same time intervals and ranged from 0.006723 to 0.00025243 for the Recurrent ANN, which 
supports the adoption of the Perceptron ANN for neural modeling of the POLPX DAM [19-
20].  

The obtained mean values of the MSE index were respectively for the model: 

1) containing one factor i.e. demand: 2.691*10-5. 
2) containing all factors i.e. energy demand, economic factors such as, inflation level, debt 

level, government expenditure balance, money supply and environmental factors such as 
temperature, humidity, cloud cover and wind strength: 2,200*10-5. 

3) containing economic factors: 5,344*10-5. 
4) containing weather factors: 5,018*10-5. 
5) containing weather factors and selected economic factors i.e. balance of state spending: 

1,909*10-5. 

While the coefficient of determination R2 was respectively for the model: 
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1) containing one factor, i.e. demand: 0.789. 
2) containing all factors, i.e. energy demand, economic factors such as inflation, debt level, 

balance of government expenditure, money supply and environmental factors such as 
temperature, humidity, cloud cover and wind power: 0.832. 

3) containing economic factors: 0.493. 
4) containing weather factors: 0.538. 
5) containing weather factors and selected economic factors i.e. balance of government 

spending: 0.856. 

Table 1. Results of a comparative modeling study of the Day-Ahead Market system. Labels in the 
text. Source: Own elaboration based on work [6-7, 18-20, 30]. 
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6 The units are not given in the paper, these are the unmeasured values 

7 Results of evaluating model fit to real data in different MLP-type SSN architectures for Model II by K. 
Halicka [46]. MLP 7:168-7-1:1: ME -0.22 PLN, MAE 4.93 PLN, maxAE 18.85 PLN, RMSE 6.89 PLN, MAPE 
4.50%, MdAPE 3.11%, maxAPE 63.69%,MLP 7:168-30-5-1:1: ME 0,21 PLN, MAE 2,72 PLN, maxAE 12,95 
PLN, RMSE 3,75 PLN, MAPE 2,47%, MdAPE 1,83%, maxAPE 39,48%, MLP 7:168-30-6-1:1: ME -0,14 PLN,  
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 Final remarks 

Nowadays, in the modeling of IT forecasting systems, apart from analytical methods, 
identification and neuronal methods are used more and more often. Four characteristic 
modeling methods used for modeling the Day-Ahead Market system functioning as 
a transaction management system at the Polish Power Exchange and the Nord Pool Spot market 
have been selected for comparative analysis.  

The research has been preceded by a detailed discussion of modern criteria used for quality 
assessment of the model fitting to the system, namely: efficiency, effectiveness, and robustness 
criteria. There are two main methods of modeling systems in the literature, that is, time series 
modeling and identification modeling, including neural modeling. Modeling usually results in 
models such as parametric models and artificial neural networks learned neural models of the 
Day-Ahead Market, among others.  

In the comparative analysis, special attention was paid to the accuracy of the obtained 
models to the system. It has been pointed out that in the investigated solutions the following 
criteria have been used to measure the modeling accuracy: accuracy of fit or efficiency, but the 
modeling efficiency which is very important in IT forecasting systems for such large markets 
as the Day-Ahead Market of POLPX has not been used. 

A comparative analysis of models used in electricity price forecasting shows that the most 
frequently used criterion is the criterion of the accuracy of model fitting to the system, 
strengthened by the criterion of effectiveness or efficiency. Therefore, an attempt was made to 
develop a synthetic index combining all three above-mentioned criteria, which was called the 
solidity criterion. As the solidification criterion evaluates models well concerning the system, 
Table 1 also includes our research results, which are continued. An important algorithmic and 
economic issue already undertaken and to be solved is the need to obtain a family of 
solidification characteristics as a function of volume for different periods and hours. 
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